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ABSTRACT

Liquid Dielectric Spectroscopy and Protein Simulation

Brett L. Mellor
Department of Electrical and Computer Engineering

Doctor of Philosophy

Protein electrical properties have been studied using dielectric relaxation measure-
ments throughout the past century. These measurements have advanced both the theory
and practice of liquid dielectric spectroscopy and have contributed to understanding of pro-
tein structure and function. In this dissertation, the relationship between permittivity mea-
surements and underlying molecular mechanisms is explored. Also presented is a method to
take molecular structures from the Protein Data Bank and subsequently estimate the charge
distribution and dielectric relaxation properties of the proteins in solution. This process en-
ables screening of target compounds for analysis by dielectric spectroscopy as well as better
interpretation of protein relaxation data.

For charge estimation, the shifted pKa values for amino acid residues are calculated
using Poisson-Boltzmann solutions of the protein electrostatics over varying pH conditions.
The estimated internal permittivity and estimated dipole moments through shifted pKa

values are then calculated. Molecular dynamics simulations are additionally used to refine
and approximate the solution-state conformation of the proteins.

These calculations and simulations are verified with laboratory experiments over a
large pH and frequency range (40 Hz to 110 MHz). The measurement apparatus is improved
over previous designs by controlling temperature and limiting the electrode polarization
effect through electrode surface preparation and adjustment of the cell’s physical dimensions.
The techniques developed in this dissertation can be used to analyze a wide variety of
molecular phenomena experimentally and computationally, as demonstrated through various
interactions amongst avidin, biotin, biotin-labeled and unlabeled bovine serum albumin, β-
lactoglobulin, and hen-lysozyme.

Keywords: dielectric spectroscopy, proteins, dipole moment, electrostatics, capacitance, per-
mittivity, molecular dynamics, molecular interactions, protein aggregation
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Chapter 1

Introduction

Biomolecules, such as proteins, have remarkable electrical properties [20]. Protein

electrostatic models must comprise thousands of small discrete charges to accurately model

their behavior and intricate charge distributions in solution. Proteins perform a wide range

of important biological functions, many of which are driven primarily by electrostatic interac-

tions [21]. In protein-DNA binding, the driving mechanism is the attractive force between the

positively charged groups on a protein and the negatively charged DNA phosphate groups.

Protein electrostatics also play a major role in protein-protein and protein-ligand interactions

[22, 23].

For many proteins the link between electrostatics and molecular function is less clear.

For example, the reason the major protein in cow’s milk exhibits one of the largest dipole

moments known has eluded investigators for decades [24]. Although it is apparent there

is a strong connection between electrostatics and molecular function, this connection is, in

some cases, tenuous. Nonetheless, the study of biological molecules through their electrical

properties has found a useful role over the years. The technique of dielectric spectroscopy

has been applied with success to diverse fields such as colloid science [25], polymer science

[26], and electrochemistry [27], as well as to practical applications in pharmaceutical science

[28], industrial material characterization [29], and medical imaging [30].

It has become commonplace among engineers to use the term “dielectric” to refer to

a material with a large dielectric constant in which no significant conduction of electrons

occurs. This designation perhaps downplays the remarkable amount of information that

can be learned solely from a material’s dielectric constant. Indeed, knowledge of frequency-

dependent dielectric constant, or permittivity, can determine the nature of the molecular

mechanisms responsible for the permittivity. In liquids, this translates to size, shape, flexi-
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bility, and charge information for every solute and solvent molecule present in solution. The

applications of such a technique are essentially endless, and comprise the burgeoning field of

liquid dielectric spectroscopy.

This dissertation seeks to strengthen the connection between macroscopic permit-

tivity measurements, using dielectric spectroscopy, and underlying molecular mechanisms.

Proteins in aqueous solution are the principal focus, as proteins are the building blocks

in many important life processes. Furthermore, electrical measurements of proteins have

broader applications that reach beyond engineering and biology, into the realms of medicine

and health care.

1.1 Dielectric Spectroscopy of Polar Liquids

Permittivity, ε, is a measure of a material’s ability to orient its charges under an

applied electric field. Permittivity is influenced by many things and is particularly sensitive

to changes in temperature and frequency and thus is most accurately expressed as a function

of both. Despite the term “dielectric” referring to a restricted class of materials, all materials

have dielectric properties, just as all materials have mass and temperature. Most solids have

permittivities between 2 and 5 that are relatively insensitive to frequency and temperature

(excluding frequencies greater than 100 GHz and extreme temperatures). Because of this,

two solids are likely indistinguishable by measuring their low-frequency permittivity alone.

A practical definition of permittivity is the extent to which charge polarizes within a

material under the influence of an electric field. All materials exhibit electronic polarization,

which is the displacement of the electron cloud relative to the nucleus. This polarization,

however, can be small in comparison to the polarization that stems from the rotation of

permanent dipoles. This lends itself to a common partitioning of materials into two groups:

those which contain permanent dipoles, called polar materials, and those which do not, called

non-polar materials. A non-polar material that is easy to contemplate is methane gas (CH4),

which contains a central carbon atom and four hydrogen atoms spaced equidistantly around

the carbon in a tetrahedral configuration. Because of its symmetry, there is no imbalance of

charge and it will not rotate to polarize in an electric field. As a result, the permittivity of

methane gas is small (ε < 2 at 1 atm [31]) and its dipole moment is approximately zero. Now
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Figure 1.1: Spectrum of β-relaxations (tumbling motions constrained by hydrodynamic pa-
rameters) of molecular objects in solution that can be targeted in dielectric studies. Structures
were taken from the Protein Data Bank and drawn using Jmol [2].

consider the polar molecule methanol, identical to methane with the only difference being

one hydrogen atom is replaced by an OH group. Methanol has a much larger molecular

dipole moment (1.68 Debye [32]) and a low-frequency permittivity over 10× larger than

methane despite having just one additional atom (ε ≈ 33 at 25 ◦C [33]), albeit the higher

permittivity is also reflective of a higher molar density.

Some of the best materials for dielectric studies are liquids containing polar molecules.

Polar molecules within solids are unable to rotate and contribute little to the material’s

permittivity, which is why dielectric studies of solids are focused on different molecular

mechanisms [34]. The permittivities of polar liquids are of interest as they are strongly

dependent on composition, temperature, frequency, and even pressure [35]. These factors

make most polar liquids distinguishable from each other through their permittivity and

excellent targets for dielectric studies.

1.2 Role of Dielectric Studies of Proteins

Liquid dielectric spectroscopy reveals molecular processes over a wide range of fre-

quencies. Figure 1.1 shows various molecular objects and their approximate tumbling relax-
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ation frequencies. At the upper end, measurements in the GHz range study the dynamics of

water, lipids, and other small molecules less than 1 nm in diameter. At the lower end, which

is limited by electrode polarization, proteins and larger structures such as nucleic acids can

be studied in the kHz to low-MHz range. It is best to study a molecular object by measuring

permittivity at frequencies at least an order of magnitude below and above its relaxation

frequency. It is impossible to measure the entire frequency range with any single instrument.

While measurements can range from 10−3 to 1012 Hz [36], low-frequency bridges (such as the

Agilent 4294A Impedance Analyzer used in this work) cover a range from ∼ 101 to ∼ 108

Hz. Measurements above 108 Hz can be made with resonant circuits or waveguides.

Proteins are good targets for dielectric studies because their β-relaxation frequencies

lie in the middle of most impedance bridge ranges. The tertiary structures of proteins

typically have the property of tending to fold into a globular shape. The spherical shape

decreases the spread of the relaxation frequency and decreases the required frequency range to

be measured (as will be shown in Figure 2.3). Proteins are also zwitterions, being composed

of both positive and negative charges resulting from titratable amino acid groups. Zwitterions

with charge asymmetry have large, permanent dipole moments that give them large dielectric

increments in the permittivity spectrum.

Another reason why proteins are good targets for dielectric studies is that charge

and structure properties can be directly measured through permittivity, and many of these

properties have important medical implications. Proteins are involved in nearly all cellular

processes [37]. Disease treatment methods using protein-based therapies have been linked to

coronary artery disease [38], atherosclerosis [39], and bone regeneration [40]. The functional-

ity of the Influenza A virus is contingent on a protein (M2) binding to the cellular membrane

and creating an ion channel [41]. Many neurodegenerative diseases with no available cures

operate at the protein level. Both Parkinson’s and Alzheimer’s diseases are believed to be

triggered by misfolding of synaptic proteins [42, 43]. Huntington’s disease is caused by a

protein mutation which is also followed by misfolding [44].

Dielectric spectroscopy of proteins has a long history, and most of the work until now

has focused on measuring the protein’s dipole moment [45], conformation [46], interaction

with water [47], and interaction with other protein molecules [47, 48]. Broadening the
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applications for dielectric studies will require more sophisticated techniques and apparatus

than currently are used.

1.3 Impedance-Based Biosensors

There are two major reasons why dielectric studies of proteins are performed: (1) to

learn about the proteins from a theoretical standpoint, and (2) to measure biological targets

in practical applications such as biosensors and in-vitro diagnostics. Biosensors are already

thriving in the field of medicine. The recent, unprecedented growth of diagnostic technologies

has been impressive. By the end of 2010, the estimated market value of in-vitro diagnostics

was US$ 43 billion [49]. This is only expected to grow as the demand for accurate biosensors

in laboratories and hospitals increases.

One important function of biosensors is pathogen detection, which is of great inter-

est primarily for health and safety reasons. The majority of pathogen detection research is

directed toward specific problems in the food industry, the field of medicine, and the De-

partment of Defense. Over the past 20 years, biosensor technology ranked fourth behind

polymerase chain reaction (PCR) [50], colony counting methods [51], and enzyme-linked im-

munosorbent assay (ELISA) [52] in terms of number of articles published for each pathogen

detection technology [53]. Of these, biosensors are the fastest growing and are expected

to soon surpass ELISA. The popularity of the traditional methods (PCR, colony counting

methods, and ELISA) is explained by their sensitivity and reliability. Results from these

methods, however, are usually available only after a few hours (or in the case of colony count-

ing methods, several days [54]). Biosensor technology comes with the promise of matching

the sensitivity of the traditional methods in much shorter capture times.

Biosensors must transduce a biological signal into an electrical one. The transduction

method may be optical, electrochemical, thermometric, piezoelectric, magnetic, or microme-

chanical. Impedance is attractive for biosensors because the transduction of electrical signals

is straightforward for integrated devices. It has already been used in various configurations

such as monitoring bacteria or counting cells [55, 56]. Notably, impedance spectroscopy

is a low-resolution technique when compared to techniques such as NMR or X-ray crys-

tallography. However, its advantage lies in its simplicity, low cost, and speed at which
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experiments can be performed with the potential for highly-parallelized assays. Addition-

ally, most biosensors require a label attached to a target, whereas impedance biosensors can

be label-free [57]. This is especially advantageous for detecting binding as labeling can alter

the binding characteristics of a molecule.

Due to the mathematical relationship between impedance and permittivity, it seems

promising to build impedance sensors that exploit the permittivity changes of a specific

reaction. As an example, consider the binding of two proteins in solution. Impedance

measurements at frequencies f1 (below both protein relaxation frequencies) and f2 (above

both protein relaxation frequencies) would be used to compute the permittivity at both

frequencies, ε(f1) and ε(f2). Upon binding, the value of ε(f1) − ε(f2) would increase or

decrease as determined by the change in dipole moment and effective mass of the resulting

structure. The assay could be improved by taking additional impedance measurements at

surrounding frequencies to determine a confidence level that binding occurred.

1.4 Dissertation Outline

Following this introduction, the physics and theory of liquid dielectric spectroscopy

will be explained in Chapter 2. This is then followed in Chapter 3 by a discussion of what

is perhaps the biggest limitation in current dielectric spectroscopy measurements, electrode

polarization, and how we have mitigated it. Chapter 4 describes a method for obtaining

a quantitative estimate for the protein dipole moment from permittivity measurements.

Chapter 5 introduces a novel technique for calculating a protein dipole moment from its

three-dimensional structure. The rationale for introducing the dipole moment theory after

the measurements is that because there are several different ways the theory can be ap-

plied, it is convenient to analyze each alongside experimental data. In Chapter 6, the role

of molecular dynamics in dielectric studies is discussed. Chapter 7 then examines several

molecular interaction experiments using the concepts from Chapters 2 to 6. Finally, the

accomplishments of this dissertation and future research directions are given in Chapter 8.
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Chapter 2

Theory of Liquid Dielectric Spectroscopy

Of the three common states of matter, our understanding of the liquid state has

historically lagged behind the solid and gaseous states. Physical processes in solids and gases,

in which either intermolecular forces or thermal forces generally dominate, is complicated in

liquids, which exhibit a dynamic balance between the two. Thus, it is not surprising that

scientists have relied heavily on experimental data to understand the physical properties of

liquids, and in particular their dielectric and electronic properties.

Dielectric spectroscopy has been used for over a century to probe a broad variety of

interesting and important phenomena arising from physical and chemical processes occurring

within solutions [58]. New developments in electrical equipment and measurement cells over

the years have greatly enhanced the ability, accuracy, and speed of researchers to measure

important dielectric properties [47]. One of the more fruitful applications of dielectric studies

has been protein measurements, which historically have been used to compute the electrical

properties of proteins in varying solution conditions [59].

This chapter examines the underlying theory associated with liquid dielectric mea-

surements. First, a brief history will be discussed with an emphasis on the important his-

torical developments dealing with measurements of proteins and macromolecules. Next, the

concepts of frequency-dependent permittivity and polarization will be developed. This will

be important in later chapters which build off of these ideas. Last, the apparatus used to

take measurements will be presented.

2.1 A Brief History

The dielectric properties of liquids have been the subject of numerous investigations

over the last two centuries. Before 1900, most dielectric studies were done to measure the

7



www.manaraa.com

permittivity of water and solutions with low conductivities [60, 3]. Perhaps the first of these

was done by Kohlrausch, who in 1869 used alternating current to measure the electrical

properties of water without disturbing it [61]. By adding small amounts of various ions and

measuring conductance, he was able to make several deductions about the mechansim for

conductivity in electrolytes. The experiments done by Kohlrausch and others were important

in determining the temperature dependence of the permittivity and conductivity of water,

and provided the foundation for subsequent biological measurements in aqueous solution.

In the 1920s, Peter Debye posited that molecules possessed large permanent dipole

moments, and made the important link between molecular dipole moment and the permit-

tivity of solution. Much of his work is compiled in his 1929 book, Polar Molecules [62], for

which he later received the Nobel Prize. In his honor, Debye is the unit commonly used for

molecular dipole moment (1 Debye = 3.33564 × 10−30 C·m).

On the experimental side, the first dielectric constant measurements above 106 Hz

were done by Jeffries Wyman at Harvard who in 1930 built resonator circuits which extended

the frequency range up to 108 Hz [60], surpassing the performance of the well-known bridge

method which had been developed by Nernst three decades earlier [63]. With this new

probe, Wyman made some of the first measurements on amino acids and proteins in solution

[64, 65].

In the 1930s and 1940s, John Oncley and Lars Onsager, who researched alongside

Debye for several years, made improvements to Debye’s original work and derived a relation-

ship between the molecular dipole moment and the dielectric increment that is still in use

today [66, 67]. Oncley additionally improved the bridge method and measured the dielectric

dispersions of the proteins β-lactoglobulin, egg albumin, and carboxyhemoglobin [68, 69, 70].

Since the work of these pioneers in the field of dielectric measurements of protein

solutions, various new techniques and applications have emerged. More recent advances

in dielectric spectroscopy are a result of modern network and impedance analyzers that

can cover extremely broad ranges of frequency, usually several orders of magnitude [47].

Advances in cell construction have led to increased stability and accuracy of measurements,

reducing drastically the sample volumes in cells [71, 72].
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2.2 Dielectric Theory

When a block of material is inserted between two electrodes in a parallel-plate ar-

rangement, the capacitance between the plates increases by a factor known as the relative

permittivity, denoted εr. The frequency and temperature dependence of εr constitutes the

dielectric properties of that material.

The permittivity of a material is traditionally defined using the electric field, E,

expressed in V/m, and the electric displacement field, D, expressed in C/m2, through the

equation,

D = εrε0E (2.1)

where ε0 is the permittivity of free space defined as 8.854×10−12 farad/m. The electric field

and electric displacement field are related to polarization, P, by

D = ε0E + P (2.2)

where P is defined as the induced dipole moment per unit volume of the material. Setting

these two equations equal to each other and solving for εr yields

εr =
|P|
ε0 |E|

+ 1. (2.3)

Thus, εr is a function of the ratio of how much a material polarizes in response to an

electric field. For the limiting cases, εr = 1 for |P| = 0 (vacuum), and εr ≈ |P| /ε0 |E| for

|P| � ε0 |E|.

Polarization of a material in response to an electric field induces an opposing electric

field, causing the overall field to be reduced within the material. A practical interpretation of

permittivity could therefore be a material’s ability to “permit” the creation of an (opposing)

electric field. The net decrease in electric field inside a material is directly related to its

ability to store energy. Consider a parallel-plate arrangement of two electrodes with area,

A, and separation, d, connected to a battery with fixed voltage, V . The capacitance, C, of

this configuration is defined both in terms of the permittivity as

9
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Figure 2.1: Electric field lines inside parallel-plate electrodes (a) before and (b) after a block
of dielectric material is inserted between them. Polarization of the inserted material induces
counter electric field lines (red arrows). Additional charge accumulates on both electrodes to
maintain the net electric field constant at 2V1/d.

C =
ε0εrA

d
(2.4)

and, using the first-principles expression for capacitance, in terms of how much charge is

held on each capacitor plate, Q, as

C =
Q

V
. (2.5)

With V , A, d, and ε0 all constants, the charge on each plate is proportional to the permit-

tivity, i.e.,

Q ∝ εr. (2.6)

Because the net electric field must remain equal to V/d, when the permittivity of the material

is raised and opposing electric fields are induced, additional charge must accumulate at the

plates to keep the net electric field constant, as illustrated in Figure 2.1. The energy stored

in the capacitor,

10
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EC =
1

2
CV 2 (2.7)

is therefore also proportional to the permittivity, i.e.,

EC ∝ εr. (2.8)

An important aspect of a material’s dielectric properties is its ability to store electric

charge, which as shown here is influenced primarily by its ability to polarize under the

influence of an electric field. What follows is a discussion of the dielectric theory at the

molecular level that gives a quantitative basis for permittivity and polarization.

2.2.1 The Origin of Permittivity

In Equation 2.3, permittivity is expressed as a relationship between the polarization of

a material, P, and an imposed electric field, E. Polarization in solids, liquids, and gases come

from three different molecular mechanisms: electronic polarization, Pe, atomic polarization,

Pa, and orientational polarization, Pd. The total polarization is the sum of the three,

P = Pe + Pa + Pd. (2.9)

A system of two charges of +q and −q separated by distance d has a dipole moment of

m = qd. Each type of polarization is a density of dipole moments, and can be expressed as

a sum of dipole moments divided by a sample volume,

Pe =
1

Vs

∑
i

me,i, (2.10)

Pa =
1

Vs

∑
j

ma,j, (2.11)

Pd =
1

Vs

∑
k

md,k (2.12)

11
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where Vs is the sample volume. The units of polarization are then C · m / m3, or C / m2.

Here, me and ma are induced electronic and atomic dipole moments which by definition are

always aligned with the electric field. md arises from a permanent dipole moment µd, and

is the portion of µd that is aligned with the electric field. md has magnitude

|md,k| =
∣∣µd,k

∣∣ cos θk (2.13)

where θ is the angle formed by µd and the electric field.

Dipole moments are related to the electric field by

me,i = αe,iE, (2.14)

ma,j = αa,jE, (2.15)

md,k = αd,kE (2.16)

where αe, αa, and αd are the electronic, atomic, and orientational polarizabilities respectively.

Combining Equations 2.9-2.16, the total polarization can be expressed,

P =
1

Vs

∑
i

me,i +
1

Vs

∑
j

ma,j +
1

Vs

∑
k

md,k, (2.17)

|P| =
1

Vs

∑
i

|me,i|+
1

Vs

∑
j

|ma,j|+
1

Vs

∑
k

∣∣µd,k

∣∣ cos θk (2.18)

=
1

Vs

∑
i

αe,i |E|+
1

Vs

∑
j

αa,j |E|+
1

Vs

∑
k

αd,k |E| (2.19)

=
|E|
Vs

(∑
i

αe,i +
∑
j

αa,j +
∑
k

αd,k

)
. (2.20)

In summary, the total polarization of a material is the sum of all dipole moments, both

permanent and induced, of which arise from three different phenomena. Induced dipole

moments are proportional to the electric field, and the component of permanent dipole
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moments aligned with the field is determined by cos θ. Equation 2.20 allows us to express

|P| / |E| as a ratio and expand the expression for εr, that is,

|P|
|E|

=
1

Vs

(∑
i

αe,i +
∑
j

αa,j +
∑
k

αd,k

)
(2.21)

and combined into Equation 2.3,

εr =
1

ε0Vs

(∑
i

αe,i +
∑
j

αa,j +
∑
k

αd,k

)
+ 1. (2.22)

2.2.2 Polarization

Electronic Polarization

Electronic polarization is caused by the displacement of an atom’s electron cloud

relative to its nucleus. An electric field exerts a force of +EZe on the positively charged

nucleus and a force of −EZe on the negatively charged electron cloud (Z is the number of

electrons). By using a simple model of a spherical electron cloud of radius, r, surrounding

a nucleus of charge, Ze, it can be shown that the electronic polarizability of an atom is

proportional to the radius cubed, i.e., αe ∝ r3 [32]. Electronic polarization falls off in the

ultraviolet frequency range (∼ 1014 − 1015 Hz).

Atomic Polarization

Atomic polarization arises from changes in interionic spacings and bond angles of a

molecule under an applied field. Typically this polarization falls off in the infrared frequency

range (∼ 1012 Hz).

Orientational Polarization

Orientational polarization is the polarization caused by the rotation of permanent

dipoles in a material. Liquids and gases have the necessary spacing to allow for this rotation,

and this is evident by the generally higher permittivities in liquids compared to solids. A

molecule has a permanent electric dipole moment if it possesses spatial imbalance between
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positive and negative charge. Quantitatively, the dipole moment is found by integrating the

charge distribution, ρ, and the position vector, r, over all space,

µd =

∫
V

ρ (r) rdV. (2.23)

For biomolecules such as proteins and polypeptides, ρ (r) is dependent on several factors.

The computation of µd will be the subject of Chapter 5.

It will now be shown how the orientational polarization Pd for a group of identical

dipole moments in solution is computed, following the development in Pethig [73]. For a

single type of molecule, Equation 2.12 can be reduced to

|Pd| =
1

Vs

∑
k

∣∣µd,k

∣∣ cos θk (2.24)

=
1

Vs
µd

∑
k

cos θk (2.25)

=
Nd

Vs
µd 〈cos θk〉 (2.26)

where Nd is the number of dipoles µd in volume Vs, and 〈cos θk〉 is the ensemble average of

cos θ. In reality, µd and E will never be perfectly aligned due to thermal disruptions that

randomize the orientation of molecules. To find 〈cos θk〉, the energy of the dipole first needs

to be expressed in terms of θ and then the Boltzmann distribution can be used.

The energy, U , of the dipole moment in an electric field can be derived by taking the

integral of the force acting upon it over the rotation angle, from a reference angle, θ0 = 90◦,

where the maximum force is exterted (U = 0), to an angle θ. The force exerted on a dipole

moment by an electric field is a torque, Γ, given by

Γ = µd × E, (2.27)

|Γ| = µdE sin θ (2.28)

and the potential energy is then
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U =

∫ θ

θ0

F (θ) dθ (2.29)

=

∫ θ

θ0

µdE sin θdθ (2.30)

= [−µdE cos θ]θ90◦ (2.31)

= −µdE cos θ (2.32)

= −µd · E. (2.33)

The Boltzmann distribution describes the probability that a system is in a particular energy

state. The ensemble average of a function, f (x), at a temperature, T , is expressed

〈f (x)〉 =

∫
e
−U(x)
kBT f (x) dx∫
e
−U(x)
kBT dx

. (2.34)

If we set f (x) = cos θ, U (x) = −µdE cos θ, and set the limits of integration from θ = 0◦,

to θ = 180◦, the probability of finding a dipole of potential energy U in a solid angle

dA = 2π sin θdθ is

〈cos θ〉 =

∫ 180◦

0◦
e
µdE cos θ

kBT cos θdA∫ 180◦

0◦
e
µdE cos θ

kBT dA
(2.35)

=
2π
∫ 180◦

0◦
e
µdE cos θ

kBT cos θ sin θdθ

2π
∫ 180◦

0◦
e
µdE cos θ

kBT sin θdθ
(2.36)

=

∫ 180◦

0◦
e
µdE cos θ

kBT cos θ sin θdθ∫ 180◦

0◦
e
µdE cos θ

kBT sin θdθ
. (2.37)

This equation is simplified using the substitution x = µdE/kBT and y = cos θ,
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〈cos θ〉 =

∫ 1

−1
exyydy∫ 1

−1
exydy

(2.38)

=
d

dx
ln

∫ 1

−1

exydy (2.39)

=
d

dx
ln
(
ex − e−x

)
− d

dx
lnx (2.40)

= coth x− 1

x
(2.41)

= L (x) (2.42)

where L (x) is the Langevin function. The hyperbolic cotangent can be expressed as a series,

cothx =
1

x
+
x

3
− x3

45
+

2x5

945
− . . . , (2.43)

from which the Langevin function can be expressed as a series,

L (x) =
x

3
− x3

45
+

2x5

945
− . . . . (2.44)

An approximation of L(x) ≈ x/3 can be made if x � 1. This approximation holds if

µdE � kBT , that is, if the field strength-dipole interaction energy is sufficiently small with

respect to the thermal energy. For a typical laboratory experiment, T = 25 ◦C and µd = 500

D. This corresponds to an electric field of

E =
kBT

µd

=
1.38× 10−23J ·K−1 × 298.15 K

500× 3.336× 10−30C ·m
= 2× 106 V m−1. (2.45)

This is several orders of magnitude larger than fields actually used in experiments, therefore,

the approximation is reasonable for most protein dielectric measurements [74].

Using the Langevin approximation, the average alignment of the dipole moment with

the applied field can now be expressed as

〈cos θ〉 =
µdE

3kBT
. (2.46)
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The orientational polarization then becomes

|Pd| =
Ndµ

2
dE

3VskBT
(2.47)

and a linear dependence on the electric field is obtained. An important development to note

here is that polarization increases with the square of the permanent dipole moment. Also,

at high temperatures the polarization goes to zero, as expected.

2.2.3 Dielectric Relaxation and Loss

The polarization expressions obtained in the previous sections assumed a DC electric

field, which are the maximum values. As the frequency of the applied field is increased, some

polarizations will no longer be able to attain these values. The roll-off of a polarization from

its maximum value at low frequencies to a lesser value at high frequencies is called dielectric

relaxation. As macromolecules are quite large, it is not surprising that orientational polar-

ization is the slowest polarization mechanism and relaxes at the lowest frequency. Molecules

can have relaxation frequencies in the GHz frequency range, where water molecules relax (see

Figure 1.1). The polarization above this range essentially drops from a value of Pe +Pa +Pd

to Pe + Pa.

The common mathematical treatment to derive complex permittivity from dielectric

relaxation assumes that polarization with maximum value, PDC = (εr − 1) ε0E (Equation

2.3), relaxes to zero at a rate proportional to the difference between its maximum value and

its instantaneous value, i.e.,

dP

dt
= [PDC −P]

1

τ
= [(εr − 1) ε0E−P]

1

τ
(2.48)

where τ is the relaxation time (inverse of the relaxation frequency, or relaxation rate). For

a field E = E0ejωt, the solution to Equation 2.48 is

P =
(εr − 1) ε0E

1 + jωτ
. (2.49)
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Now consider P as the sum of two polarizations P1 and P2, with maximum polarizations

(ε1 − 1) ε0E and (ε2 − 1) ε0E. If P1 is the combination of atomic and electronic polarizations

and P2 is orientational polarization, then at frequencies below 1012 Hz

P1 = (ε1 − 1) ε0E, (2.50)

P2 =
(ε2 − 1) ε0E

1 + jωτ
(2.51)

and

P = (ε1 − 1) ε0E +
(ε2 − 1) ε0E

1 + jωτ
(2.52)

=

[
ε1 +

ε2 − 1

1 + jωτ
− 1

]
ε0E. (2.53)

Upon substituting εs = ε1 + ε2 − 1 and ε∞ = ε1, we can define complex permittivity as

ε∗r = ε∞ +
εs − ε∞
1 + jωτ

. (2.54)

As ω −→ 0, ε∗r −→ εs where εs is the low-limiting permittivity. At high frequencies, as

ω −→ ∞, ε∗r −→ ε∞ where ε∞ is the permittivity at a sufficiently high frequency for

orientational polarization to have fallen off. Equation 2.54 is typically expressed in terms of

the change in permittivity ∆ε,

ε∗r = ε∞ +
∆ε

1 + jωτ
. (2.55)

Equation 2.55 is known as the Debye dispersion equation.

The real and imaginary components of complex permittivity are

ε∗r = ε
′ − jε′′ . (2.56)

After some algebraic manipulation, the real component of the Debye dispersion equation is
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Figure 2.2: Ideal dielectric relaxation described by the Debye dispersion formulas (Equations
2.57 and 2.58). The peak height of the imaginary component is one half the difference between
εs and ε∞ .

ε
′
= ε∞ +

∆ε

1 + ω2τ 2
(2.57)

and the imaginary component is

ε
′′

=
∆εωτ

1 + ω2τ 2
. (2.58)

ε
′

and ε
′′

are shown as functions of frequency in Figure 2.2.

2.2.4 Cole-Cole Equation

The Debye dispersion equation (Equation 2.55) was formulated for an ideal sphere,

which rotates at a single relaxation time. In reality, dielectrics with a single relaxation time

are rare. Proteins generally are better described by ellipsoids, which in the ideal case rotate

at 2 or 3 relaxation times. In the nonideal case, ellipsoids have distributions of relaxation

times. A general equation to expand Equation 2.55 to account for distributions of relaxation

times is given by
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ε∗r = ε∞ +
∆ε[

1 + (jωτ)1−α]β (2.59)

where exponents α and β account for symmetric and nonsymmetric distributions of relax-

ation times, respectively.

Equation 2.59 comprises well-known limiting cases: the Debye dispersion equation

(α = 0, β = 1 as in Equation 2.55), the Cole-Cole equation (0 ≤ α ≤ 1, β = 1) [75],

ε∗r = ε∞ +
∆ε

1 + (jωτ)1−α , (2.60)

and the Cole-Davidson equation (α = 0, 0 ≤ β ≤ 1),

ε∗r = ε∞ +
∆ε

[1 + jωτ ]β
. (2.61)

The variation of ideal permittivity with α and β is shown in Figure 2.3. The upper plot

corresponds to the Cole-Cole equation, which retains symmetry about ωτ = 1. The Cole-

Cole equation provides an adequate model for many permittivity spectra containing protein

relaxation. It will be used heavily in this dissertation as a standard interpretation of the

observed primary relaxation.

2.3 Measurement Apparatus

2.3.1 Two-Electrode Theory

Consider again a solution inserted between two parallel electrodes of area A and

separation d. While the capacitance of the solution, CS, is given by Equation 2.4, the

conductance of the solution, GS, is expressed

GS =
Aσ

d
(2.62)

where σ is the electrical conductivity of the solution. The impedance of the solution, ZS, and

the admittance of the solution, YS (= 1/ZS), are dependent on CS and GS and are defined
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Figure 2.3: Variation of ideal dielectric relaxation with α and β as described by Equation 2.59.
The upper plot is the Cole-Cole equation and the lower plot is the Cole-Davidson equation.
The Debye dispersion equation is observed in both plots where α = 0 and β = 1.

as

ZS =
1

jωCS +GS

(2.63)

and

YS = jωCS +GS. (2.64)

Thus, the admittance must be computed first from impedance before the capacitance and

conductance can be solved for.

When σ = 0, YS = jωCS, and the relative permittivity remains εS:

YS = jω
Aε0εS
d

. (2.65)
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When σ is non-zero, the permittivity has additional loss that is dependent on σ and ω:

YS = GS + jωCS (2.66)

=
A

d
(σ + jωε0εS) (2.67)

= jω
Aε0

d

(
εS +

σ

jωε0

)
. (2.68)

If εS is the complex permittivity of a single relaxation described by the Cole-Cole equation

(Equation 2.60), the measured complex relative permittivity is given by

ε∗r = ε∞ +
∆ε

1 + (jωτ)1−α +
σ

jωε0

. (2.69)

Equation 2.69 is used to describe dielectric relaxation in an electrically conductive system.

Modern impedance analyzers are typically limited in their ability to resolve small

phase angles between the real and imaginary parts of the impedance. Equation 2.68 demon-

strates why solutions of high conductivity have very small real impedance components. To

resolve solution permittivity at low frequencies requires sufficiently low conductivity. This

is one reason why most dielectric spectroscopy experiments are performed in solutions with

an ionic strength less than 1 mM. At high frequencies, the problem is lessened as the phase

angle is larger due to the frequency-dependent impedance of the capacitance. These are

some of the theoretical considerations that were considered in designing several workable

cells for protein measurements.

2.3.2 Cell Calibration

When the electric field lines between two electrodes extend outside the sample solution

(called fringing fields) as depicted in Figure 2.4, capacitance contributions other than CS

are present. Cell calibration is required to eliminate the parasitic capacitance, CP , from the

measurement. From the measured complex impedance, ZM , which is received directly from

the impedance analyzer, the measured capacitance, CM , and the measured conductance,

GM , are computed through the equations
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Figure 2.4: Parallel-plate electrodes (b) with and (a) without fringing fields.

CM =
1

ω
imag

{
1

ZM

}
(2.70)

and

GM = real

{
1

ZM

}
. (2.71)

The measured permittivity, εM , is then obtained through the formula

CM = kεM + CP (2.72)

where k is the cell constant. k and CP are determined through calibration using permittivity

values of 1 and 78.368 for air and de-ionized (DI) water (at 25 ◦C), respectively [3]. The

relationship between impedance and permittivity is easily obtained through combination of

Equations 2.70 and 2.72. The distinction made here between εM and εS is important. It will

be shown in Chapter 3 that the two are equal if and only if σ = 0.
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2.3.3 Temperature-Stable Parallel-Plate Dielectric Spectrometer

In precision protein experiments, the dielectric increment associated with proteins is

an order of magnitude smaller than the background permittivity of the solution. The stability

of the medium is critical so the small permittivity signal can be extracted. The permittivity of

water is noticeably dependent on temperature [3]. Additionally, the relaxation characteristics

of proteins are also dependent on temperature [73]. Because of this dependence, strict

controls are necessary to keep the solution stable. Many commercially available cells do

this by complete immersion into a bath. However, this may prevent the introduction of

reaction agents into the cell without disturbing the finely tuned characteristics of the cell.

Alternative methods of temperature stabilization, such as flow-through electrodes, may be

employed [76].

Titration capability is important for dielectric measurements because it allows the

baseline to be established for the electrode polarization and solvent permittivity. Removing

and adding liquids then are perturbations that can be measured relative to the baseline. This

differential method can resolve lower concentrations of protein by suppressing background

parasitic contributions. Computer control is necessary to take repeated measurements and

to plot time-resolved studies of protein interaction.

Dielectric cells are constructed of materials that can be autoclaved and cleaned with

solvents to remove organic contaminants. Teflon (Polytetrafluoroethylene) is a popular choice

for these applications due to thermal stability and chemical resistance. A cell was designed

with these considerations in mind to provide a stable platform for dielectric titration of

proteins. It is a significant improvement over past cells used for this purpose [48].

Cell Design

Given the above requirements, a new cell was constructed that allows the measure-

ment of protein characteristics over the entire upper range of the impedance analyzer, up to

110 MHz. The base material for the cell was Teflon (polytetrafluoroethylene), which has low

thermal conductivity 0.26 W/(K·m) [77]. The electrodes themselves were milled from 3/8”

diameter stainless steel, ASTM Grade 304. A slight chamfer at the electrode edge was added

to ease insertion and tight sealing against the Teflon. The surfaces were ground with 600,
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Figure 2.5: Schematic of dielectric cell designed for protein titration. Dimensions are in
mm. DI water flows through ports in the front and sides. This flow by the interior electrodes
maintains constant temperature in the liquid cavity.

800, and 1200 grit silicon carbide abrasive discs in a Spectrum System 2000 (LECO Corp.).

DI water flowed from a NESLAB RTE-40 thermal bath to provide temperature stability.

The design takes advantage of the high thermal conductivity and electrical conductivity of

the stainless steel for stabilization and sensing. A rubber bung is used to seal the inner

cavity. A small air gap between the liquid and the bung is sufficient to accommodate liquid

expansion and contraction during thermal cycling.

Screws through tapped holes of size 2-56 were fastened through the Teflon to provide

electrical connection to the inner stainless-steel electrodes. The inner, parallel-plate cavity

of the dielectric cell holds 800-900 µl of fluid. The reduction of metal usage to only parallel

electrode surfaces is notable in this design to reduce the parasitic capacitance of this cell.

The relatively large spacing between the electrodes also reduces electrode polarization in

series with the solution. The schematic for this cell is shown in Figure 2.5.
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Figure 2.6: Photograph of dielectric cell connected to the 4294A Precision Impedance An-
alyzer. The tubes carrying DI water to and from the NESLAB RTE-40 circulating bath are
visible.

The entire cell was mounted on a plastic plate connected to the four terminals of

the 4294A impedance analyzer. The screws had washers and bolts that held wire that was

soldered to crossbars between the low current and potential terminals and the high current

and potential terminals. In this fashion, the effective cable length from the terminals of

the analyzer to the cell was minimized, which is important to reduce parasitic inductance

[76, 72]. Figure 2.6 shows a photograph of the completed cell mounted to the Agilent 4294A.

A LABVIEW computer interface controlled the impedance analyzer through a GPIB

connection. The RTE-40 thermal bath was also controlled via the LABVIEW computer

interface through a serial connection. In this fashion, the solution temperature could be

accurately controlled over the entire range of the bath and impedance measurements could

be taken at selected temperatures. Generally, sweeps were performed over 601 logarithmically

spaced points from 40 Hz to 110 MHz with settings of a bandwidth of 5 (highest resolution)

and oscillator strength of 500 mV.
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Figure 2.7: Permittivity of water versus temperature from 5 to 55 ◦C. The plot of the ideal
temperature is taken from [3]. The dielectric cell has stable temperature readings through this
range, with small departure at the temperature extremes.

Temperature Stability Test

To verify the accurate temperature control, multiple experiments were performed on

water. To establish a baseline cell constant, the following approach was used. The water bath

was set to 25 ◦C and was allowed to stabilize for 15 minutes. The capacitance was measured

with the cell empty and then with 800 µl of DI water added followed by 15 minutes of

stabilization time. Using these values of capacitance, the cell constant and the parasitic

capacitance were determined through Equation 2.72. The measured cell constant was found

to be 0.0494 pF and the parasitic capacitance was calculated to be 0.712 pF at 1 MHz.

To test the ability of the apparatus to scale through a range of temperatures, the

temperature was scaled from 5 to 55 ◦C in 5◦ increments. The bath was held at the set

temperature for 15 minutes before multiple frequency sweeps were performed. The permit-

tivity of the water at 1 MHz as measured and compared to standards is shown in Figure 2.7.

Indeed, the agreement is very good, particularly within the 15◦ to 40◦ range, which covers
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most physiological temperatures. Departure from the ideal measurements at the tempera-

ture extremes is due to the stronger thermal gradients from the interior to the exterior of

the cell. At low temperatures, this is most noticeable.
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Chapter 3

Electrode Polarization Effects in Dielectric Spectroscopy

Applications of dielectric spectroscopy are limited by electrode polarization, an elec-

trochemical phenomenon that takes place at the interface between the electrode and ion-

containing liquid [78]. Ions accumulate at the interface and form an electrical double layer

which modifies the electrical properties of the interface [79]. Electrode polarization is a

major obstacle because it is a large impedance in series with the solution impedance and

thus can obscure bulk relaxation phenomena in the solution, particularly at low frequen-

cies [35]. The impedance associated with electrode polarization, ZEP , is often described

phenomenologically by a constant-phase element (CPE) of the form

ZEP = κ (jω)−ν (3.1)

where κ ≥ 0 and 0 ≤ ν ≤ 1. The phase of the CPE is described by ν, and its magnitude is

described by κ. The modeling of the electrode-electrolyte interface as a CPE is attributed

to the numerous measurements made over the past century indicating that the electrode

polarization impedance possesses a frequency-independent proportionality between real and

imaginary parts [80, 81, 82, 83].

It will be shown in Section 3.1 that as κ → 0 and ν → 1, ZEP decreases, resulting

in wider bandwidth. Minimizing κ and increasing ν is thus a primary objective in dielectric

spectroscopy. κ decreases at higher conductivities [84, 85, 86]. κ also decreases with larger

electrode surface area [87]. ν has been related to the fractal dimension of the surface rough-

ness [88, 89], where ν = 1 is believed to correspond to a perfectly smooth surface. In some

experiments, ν has also been observed to be ion concentration independent [85, 86]. Other

experiments show ν to be dependent on ion type [90] and electrode material [91]. ν is not
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only a function of the surface characteristics of the electrode but also the chemistry of the

interface.

Based on this evidence, it is not immediately clear that increasing surface roughness

will reduce the electrode polarization effect; while κ is reduced, ν is also reduced, and other

factors, such as increased conductance, may be more important. Other proposed techniques

in the literature to reduce electrode polarization are the use of multiple electrodes [92]

and blocking electrodes [93]. Electrode polarization may also be reduced through adjusting

the cell’s physical dimensions [94, 95]. Often, electrode polarization effects are removed

analytically [96, 85].

Different groups construct parallel-plate dielectric cells for examination of liquids in

specific frequency ranges. Because electrode preparation varies between different groups,

analysis of surface preparation techniques will be useful to understand how to mitigate

electrode polarization. In this chapter, multiple dielectric spectroscopy experiments with

varying electrode properties are carried out to quantify the electrode polarization influence

in the permittivity spectrum. In the process, the following three questions are examined:

1. Where does the ω−const. (const. > 1) dependency of electrode polarization in the per-

mittivity spectrum originate?

2. Can a liquid metal form an atomically smooth surface (ν = 1) with a conducting

liquid?

3. Does increasing surface roughness through sanding and/or depositing a conductive

polymer reduce electrode polarization effects in dielectric spectroscopy measurements?

Question 1 addresses the steep electrode polarization frequency roll-off commonly observed

in permittivity spectra [96, 97, 98]. It will be answered in Section 3.1 in the form of a

derivation. Questions 2 and 3 will be analyzed in the context of experimental results in

Sections 3.3 and 3.4, respectively.
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3.1 Electrode Polarization Contribution to the Real-Valued Permittivity Spec-
trum

In this section, the CPE modeled electrode polarization contribution to the real-

valued permittivity spectrum is derived. To understand how electrode polarization affects

permittivity measurements, it is important to consider how permittivity is calculated from

the measured impedance, ZM . First, CM is calculated from ZM using Equation 2.70; and

second, εM is calculated from CM using Equation 2.72. What follows will make the important

connection between ZM and εS.

In the presence of electrode polarization, the measured impedance is given by

ZM = ZEP + ZS (3.2)

= κ (jω)−ν +
1

jωCS +GS

. (3.3)

In the absence of electrode polarization, the measured capacitance CM is equal to the solution

capacitance CS (computed using Equation 2.70). Extraction of CS from CM in the presence

of electrode polarization is less straightforward and is performed as follows,

CM =
1

ω
imag

{
1

ZM

}
(3.4)

=
1

ω
imag

{
1

κ (jω)−ν + 1
jωCS+GS

}
(3.5)

=
1

ω
imag

 1

κj−νω−ν + GS−jωCS
ω2C2

S+G2
S

 (3.6)

=
1

ω
imag

 1

κe−jν
π
2 ω−ν + GS

ω2C2
S+G2

S
− j ωCS

ω2C2
S+G2

S

 (3.7)

=
1

ω
imag

 1

κ
[
cos
(
−ν π2

)
− j sin

(
ν π2
)]
ω−ν + GS

ω2C2
S+G2

S
− j ωCS

ω2C2
S+G2

s

 (3.8)
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=
1

ω
imag

 1[
κ cos

(
−ν π2

)
ω−ν + GS

ω2C2
S+G2

S

]
− j

[
κ sin

(
ν π2
)
ω−ν + ωCS

ω2C2
S+G2

S

]
 (3.9)

=
1

ω
imag


[
κ cos

(
−ν π2

)
ω−ν + GS

ω2C2
S+G2

S

]
+ j

[
κ sin

(
ν π2
)
ω−ν + ωCS

ω2C2
S+G2

S

]
[
κ cos

(
−ν π2

)
ω−ν + GS

ω2C2
S+G2

S

]2
+
[
κ sin

(
ν π2
)
ω−ν + ωCS

ω2C2
S+G2

S

]2

 (3.10)

=

(
1

ω

) κ sin
(
ν π2
)
ω−ν + ωCS

ω2C2
S+G2

S[
κ cos

(
−ν π2

)
ω−ν + GS

ω2C2
S+G2

S

]2
+
[
κ sin

(
ν π2
)
ω−ν + ωCS

ω2C2
S+G2

S

]2 (3.11)

= (3.12)

=

CS
ω2C2

S+G2
S

+ κ sin
(
ν π2
)
ω−ν−1

κ2ω−2ν +
2κ cos(−ν π2 )ω−νGS

ω2C2
S+G2

S
+

G2
S

(ω2C2
S+G2

S)
2 +

2κ sin(ν π2 )ω−ν+1CS

ω2C2
S+G2

S
+

ω2C2
S

(ω2C2
S+G2

S)
2

(3.13)

= (3.14)

=
CS + κ sin

(
ν π2
)
ω−ν−1

(
ω2C2

S +G2
S

)
κ2ω−2ν

(
ω2C2

S +G2
S

)
+ 2κ cos

(
−ν π2

)
ω−νGS + 2κ sin

(
ν π2
)
ω−ν+1CS + 1

(3.15)

=
CS + κ sin

(
ν π2
)
ω−ν+1C2

S + κ sin
(
ν π2
)
ω−ν−1G2

S

κ2ω−2ν+2C2
S + κ2ω−2νG2

S + 2κ cos
(
−ν π2

)
ω−νGS + 2κ sin

(
ν π2
)
ω−ν+1CS + 1

(3.16)

=
CS +A1 +A2

A3 +A4 +A5 +A6 + 1
(3.17)

where

A1 = κ sin
(
ν
π

2

)
ω−(ν−1)C2

S, (3.18)

A2 = κ sin
(
ν
π

2

)
ω−(ν+1)G2

S,

A3 = κ2ω−2ν+2C2
S,

A4 = κ2ω−2νG2
S,

A5 = 2κ cos
(
ν
π

2

)
ω−νGS,

A6 = 2κ sin
(
ν
π

2

)
ω−(ν−1)CS.

For experimental conditions (κ ≈ 105, ν ≈ 0.8, CS ≈ 10−12, GS ≈ 10−4, 2π · 104 < ω <

2π · 108), A1 through A6 become
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5 · 10−19 . A1 . 2 · 10−18, (3.19)

10−19 . A2 . 2 · 10−12,

8 · 10−13 . A3 . 3 · 10−11,

8 · 10−13 . A4 . 2 · 10−6,

5 · 10−7 . A5 . 9 · 10−4,

2 · 10−6 . A6 . 10−5.

Simplifying due to A3 + A4 + A5 + A6 � 1 and A1 � CS yields

CM ≈ CS + A2 (3.20)

= CS +G2
Sκ sin

(
ν
π

2

)
ω−(ν+1). (3.21)

When calibration is performed using Equation 2.72, the measured permittivity using the

approximation in Equation 3.20 is given by

εM =

(
CS +G2

Sκ sin
(
ν π

2

)
ω−(ν+1)

)
− Cp

k
(3.22)

=
CS − Cp

k
+
G2
Sκ sin

(
ν π

2

)
ω−(ν+1)

k
(3.23)

= εS +
G2
Sκ sin

(
ν π

2

)
k

ω−(ν+1) (3.24)

= εS + κω−ν (3.25)

where

κ =
G2
Sκ sin

(
ν π

2

)
k

(3.26)

ν = ν + 1. (3.27)
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We thus see that the electrode polarization contribution to the real-valued permittivity

spectrum is

εEP =
G2
Sκ sin

(
ν π

2

)
k

ω−(ν+1). (3.28)

For a parallel-plate arrangement, k = A/d and GS = σA/d. Equation 3.28 then becomes

εEP = σ2

(
A

d

)
κ sin

(
ν
π

2

)
ω−(ν+1). (3.29)

Equations 3.28 and 3.29 clearly explain the origin of the ω−const. (const. > 1) depen-

dency that is observed in real-valued permittivity measurements, as ν would be expected

to lie between 1 and 2. Note that εEP decreases faster with increasing frequency than ZEP

(ν < ν) and its magnitude increases with the square of the solution conductivity and thus

becomes significant in solutions of high ionic strength. We can use Equation 3.29 to un-

derstand the basic mechanisms through which electrode polarization influences permittivity

measurements. The electrode polarization effect is essentially comprised of three parts: first,

the contribution from the solution conductivity (σ2); second, the contribution from the phys-

ical dimensions of the measurement cell (A/d) (consistent with previous studies showing that

electrode polarization effects decrease with increased electrode spacing [94]); and third, the

contribution from the electrode-electrolyte interface
(
κ sin

(
ν π

2

)
ω−(ν+1)

)
. Equations 3.28 and

3.29 also permit a quantifiable lowest frequency where electrode polarization effects appear,

fon (“onset of EP”), which is defined in this dissertation as the frequency such that εEP = 1

(constrast with [78]). This is expressed as

fon =
1

2π

[
G2
Sκ sin

(
ν π

2

)
k

]( 1
ν+1)

. (3.30)

Equation 3.30 is a single frequency lower bound from which electrode polarization effects in

dielectric spectroscopy can be evaluated as it combines information from both κ and ν.

3.2 Model Equation for Salt Solution with Electrode Polarization

The solution impedance, ZS, for a salt solution is well characterized by a constant

capacitance, C, (constant permittivity) and conductance, G, (constant conductivity) at all
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Figure 3.1: Model circuit for CPE in series with salt solution (Equation 3.3 with CS and GS
constant over frequency).

frequencies (CS = C and GS = G in Equation 3.3). The model equation for a salt solution in

series with a CPE is thus represented by the circuit in Figure 3.1. In the next two sections,

all least-squares fittings of ZM to this equation are performed using a complex fit routine in

MATLAB.

3.3 Liquid Metal Electrode Experiments

An atomically smooth surface formed by a liquid metal could yield a reproducible

and ideal electrode surface from both theoretical and practical perspectives [79, 99, 83]. If

a liquid electrode could yield a ν close to 1, it would have huge implications for electrode

polarization mitigation. Thus, the use of a non-toxic liquid metal, Galinstan, motivated a

series of experiments to determine its viability as an electrode surface.

Galinstan was developed by Geratherm to replace mercury in thermometers and is a

eutectic mixture of gallium, indium, and tin [100]. Galinstan is similar to eutectic Gallium-

Indium (EGaIn), which has been the subject of many recent studies [101, 102, 103], and

exhibits properties of a non-Newtonian liquid due to formation of a thin oxide layer [101]. It is

liquid above -19 ◦C and has an electrical resistivity of 0.435 Ω-µm [100]. Previous applications

have included antennas [103], mirrors [104], and microfluidic structures [102, 101]. Here,

Galinstan is used as an electrode for liquid impedance spectroscopy [105]. Polished ASTM

grade 304 stainless steel is used comparatively [91].
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Figure 3.2: Parallel-plate dielectric cell with Galinstan electrodes (a) schematic and (b)
picture. Cell is mounted on the Agilent 16047E test fixture. Dimensions are in mm.

3.3.1 Cell Design

Two 800 µl volume dielectric cells, one with stainless steel electrodes and one with

Galinstan electrodes, were constructed to measure the impedance of various liquids. The

construction of the stainless steel cell was described in Section 2.3.3. The Galinstan cell was

built with a similar geometry to the stainless steel cell.

The Galinstan cell schematic and picture are shown in Figure 3.2. Four acrylic plates,

measuring 20 mm by 35 mm, were cut out of 5.2 mm thick acrylic stock using a Rayjet Laser

Engraver (Trotec). Holes for screws were cut into the outside plates. 9.5 mm wide channels

and 9.5 mm diameter circles were cut out of the two middle plates. An electrode spacing of

8 mm was attained by thinning the middle plates through a process of laser engraving and

sanding. Steel zinc-plated 2-56 pan-slotted-head 1/2” screws were ground to a flat tip, then

screwed into the end plates and left slightly recessed. Galinstan, which adheres to acrylic
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Figure 3.3: Measurements of impedance magnitude using the Galinstan cell (solid) and least-
squares fits (dashed) of different salt solutions. The effect of electrode polarization is visible at
low frequencies, and is more pronounced for higher NaCl concentrations. The small deviation
at high frequencies is due to the parasitic inductance of the cell.

surfaces, was pipetted onto the outer plates in 300 µl droplets through a auxiliary plate with

a 9.5 mm diameter circular hole. Excess Galinstan was then drawn off, leaving a thin layer

of ∼ 50 µl forming the circular electrodes. The acrylic plates were then thermally bonded

together following Kelly and Woolley’s technique [106].

The stainless steel cell was connected directly to the measurement ports of the 4294A

Impedance Analyzer [98]. The Galinstan cell was connected through wires from the cell

screws to the test fixture (Agilent 16047E). Complex impedance was measured with 601

logarithmically-spaced points from 40 Hz to 110 MHz with a bandwidth setting of 5 and

an oscillator level of 500 mV. The apparatus and liquids were kept at room temperature.

Capacitance measurements at 20 MHz in the Galinstan cell indicated that the temperature

of the liquids was relatively stable.
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Figure 3.4: CPE parameters obtained by least-squares fitting for (a) κ and (b) ν from
measured complex impedance of 10 mM to 60 mM NaCl solutions using stainless steel (�) and
Galinstan (�) electrodes.

Salt solutions of 10 mM to 60 mM NaCl in 10 mM increments were prepared from 5

M NaCl stock from Sigma (S6546) and DI water. 800 µl volumes of each concentration were

pipetted into both cells.

3.3.2 Results and Discussion

Fits were quite good at all frequencies using this model and are plotted in Figure

3.3. Fits for κ and ν in Figure 3.4 show that the CPE magnitude and phase are smaller for

the Galinstan cell at all salt concentrations. Notably, ν is not close to 1 for Galinstan as

predicted. The average CPE phase for the polished stainless steel electrode was ν = 0.87,

much higher than the Galinstan electrode at ν = 0.78, indicating that although κ is smaller

for Galinstan, the influence of electrode polarization will be much larger at high frequencies

in that cell. This is confirmed by solving for fon in both setups. Therefore, we expect

the Galinstan cell to have a smaller frequency bandwidth for permittivity measurements of

proteins.

38



www.manaraa.com

100000 1,000,000 10,000,000

80

85

90

95

Frequency [Hz]

R
e

a
l p

e
rm

it
ti

v
it

y

10
4

10
5

10
6

10
7

10
8

75

80

85

90

95

Frequency [Hz]

Galinstan 

electrode polarization

Stainless steel 

(b)

(a)

Figure 3.5: Measured permittivity of β-Lg using (a) stainless steel and (b) Galinstan cells.
Solid horizontal line is the permittivity of water at 25 ◦C. Protein concentrations were 2 mg/ml
(solid black line) and 3.8 mg/ml (dashed line). Electrode polarization is more significant in the
measurements using Galinstan electrodes.

Next, to demonstrate increased electrode polarization for the Galinstan cell, measure-

ments were made of a protein relaxation. Solutions of 2 mg/ml and 3.8 mg/ml β-lactoglobulin

(β-Lg) in DI water were prepared and pipetted into both cells. Permittivity measurements

for β-Lg using both cells are shown in Figure 3.5a and 3.5b. Both plots show typical pro-

tein relaxations and are nearly identical at high frequencies where electrode polarization is

negligible. Electrode polarization is clearly visible at low frequencies and more significantly

influences measurements of protein relaxation in the Galinstan cell. This can be confirmed

by examining the frequency visually at which the permittivity curves cross the ε = 95 line.

Although the β-Lg relaxation in this case is still accessible, for other biomolecules with re-

laxations occurring at larger time scales, the dielectric spectra would be partially obscured

and more difficult to extract. It is interesting to note that at high frequencies the spectrum

measured by the Galinstan cell appears to be smoother than the stainless steel. This is
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attributed to the automatic switching of the impedance bridge and is not a function of the

electrode materials themselves.

Post-experiment optical microscopy of the electrodes (with solution removed) revealed

Galinstan’s surface to be uncommonly rough. It is likely the roughness is due to the oxide

layer which Galinstan forms spontaneously at its surfaces [104, 101]. The electrochemical

nature of the metal-oxide system of a similar liquid metal was reported by previous investi-

gators to have a strong dependence on the applied voltage and solution conductivity [103].

Particularly, the mechanical stability of the oxide layer is reduced with strong voltages, high

conductivities, or low pH, under which conditions the liquid metal could possibly form a

smoother interface. However, in the conditions of this experiment (low salt, low voltage, and

physiological pH), the oxide layer persists in the presence of the electrolyte medium. Future

experiments will address this.

While some liquid metals may be able to form atomically smooth surfaces, this exper-

iment did not find it true for Galinstan electrodes. Other electrode materials or additional

surface treatment may produce better surface conditions to reduce electrode polarization in

liquid impedance spectroscopy experiments.

3.4 Electrode Surface Preparation Experiments

The next set of experiments were aimed to limit electrode polarization through differ-

ent surface preparations of the stainless steel electrodes. The most common technique used

in the literature is polishing with microgrit and macrogrit sandpapers. Electrodeposition of

a conductive polymer onto the stainless steel electrodes was also investigated.

3.4.1 Materials and Methods

Cell Design

Dielectric cells were constructed out of acrylic as shown in Figure 3.6. Electrodes

were cut from ASTM grade 304 stainless steel 1/4” diameter rod, then press-fit into opposite

sides of the acrylic. The cells were connected to the impedance analyzer through the Agilent

16047E test fixture.
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Figure 3.6: Cross-sectional view of measurement cell (dimensions in mm). Liquid is pipetted
into central cavity through the top port. The actual cells are constructed from a single block
of acrylic [4].

Polishing

Five different levels of polishing were applied to the stainless steel electrodes. One

electrode set was sanded using 60 grit silicon carbide (SiC) sandpaper and the other four

were sanded with microgrit SiC sandpapers. The four electrode sets that received microgrit

sanding were first flattened on both ends with a lathe and then ground with a 600 grit SiC

abrasive disc. Additional stages of polishing using 800 grit SiC paper, 1200 grit SiC paper,

and diamond paste were then applied sequentially to the electrodes, resulting in four levels

of microgrit polishing. The diamond paste was applied in 9, 3, and 1 µm sizes. After the

polishing process, the electrodes were rinsed with DI water and inspected with a scanning

electron microscope (SEM) and a profilometer (Tencor Instruments) before insertion into

the acrylic cells. Several SEM images are shown in Figure 3.7. It is clear that microgrit

sandpapers remove some of the irregularities in the surface structure.

The roughness of the microgrit sanded electrodes were quantified with profilometer

measurements in 0.04 µm steps over an 80 µm sample length (Figure 3.8). The vertical path
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Figure 3.7: SEM images of electrode surfaces with (a,b) 60 grit, (c,d) 600 grit, and (e,f) 1200
grit sanding.

length, L, and the standard deviation of the surface heights, σ, can be indicative of roughness

for certain sample lengths. For 80 µm sample lengths, the higher levels of polishing clearly

demonstrate increased smoothness from 800 grit to 1200 grit and 1200 grit to diamond paste.

The difference between 600 grit and 800 grit cannot easily be discerned due to their large

particle diameters (25.8 and 21.8 µm respectively). Profilometry at coarser roughness levels

was not instructive as grooves were on the order of the scribe movement.
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PPy/PSS Electrodeposition

Polypyrrole/polystyrenesulfonate (PPy/PSS) is a conductive polymer that has been

investigated previously for its use in neural probe applications [107, 108]. Malleo et al.

showed that PPy/PSS has a remarkably small CPE magnitude compared to other common

materials used for dielectric spectroscopy and does not suffer from poor reproducibility and

biotoxicity like the platinum black treatment [87]. For electrodeposition on our electrodes,

0.2 M Pyrrole reagent (Sigma 131709) and 0.2 M Poly (4-styrenesulfonic acid) solution

(Sigma 561223) were stirred for 15 minutes and then pipetted into the measurement cell.

The cell electrodes were connected to the positive terminal of a DC power supply and the

negative terminal was connected to a copper wire immersed in the solution through the

open top hole. The power supply voltage (∼ 2 V) was adjusted to allow a current density of

1.5 mA/cm2. Three different deposition times, 30 seconds, 3 minutes, and 6 minutes, were

applied to three different measurement cells to access the role of film thickness. Slightly

better performance was achieved with a 3 minute deposition time and therefore was used as

the standard preparation of PPy/PSS electrodes in this work.

3.4.2 Results and Discussion

A typical fit to the measurements is shown in Figure 3.9. The fitting is very good

even at the lowest and highest frequencies where the impedance analyzer is less accurate.

Parameter extraction of κ and ν for various salt solutions is shown in Figure 3.10. Both

parameters appear to be generally correlated with surface roughness. The values obtained

using the diamond paste deviate somewhat from the trend, suggesting that the relationship

between electrode surface conditions and the CPE parameters may be more complicated

than simply the roughness profile left by sanding [89]. The macrogrit sandpaper exhibited κ

values almost an order of magnitude smaller than the microgrit sandpapers, and PPy/PSS

had κ values an additional 1 to 2 orders of magnitude below those. The small PPy/PSS

CPE magnitude κ is consistent with the literature [87]. Because κ is small for the conduc-

tive polymer, indicating a small series electrode polarization contribution to the impedance

relative to the solution impedance, measurements of ν show large variations at high salt

concentrations.
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Figure 3.9: Impedance measurements (solid) and least-squares fits (dashed) for different NaCl
concentrations. Measurements were made using the cell with 800 grit SiC polishing.

The net influence of electrode polarization on permittivity is evaluated from the onset

frequency, fon (Equation 3.30) and not from κ and ν alone. In Figure 3.11, fon is plotted

as a function of NaCl concentration for the various surface preparations. PPy/PSS coated

electrodes increased the usable frequency bandwidth up to an order of magnitude from the

sanded electrodes. The 60 grit sandpaper achieved the next lowest fon, followed by the

microgrit sandpapers in somewhat random order due to the complex relationship amongst

κ, ν, and fon. The full parameterization of κ, ν, C, G, and fon is shown in Table 3.1.

The solution conductivity σ strongly influences fon (fon ∝ σ2), and increased conductance

does seem to be the single factor causing electrode polarization effects to increase at higher
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Figure 3.10: CPE parameters extracted from measured impedance spectra for solutions of
increasing NaCl concentration. The legend indicates different electrode surface preparations.
Error bars denote minimum and maximum values over three trials.

salt concentrations. Apart from surface preparation, the next important step for designing

electrode polarization-limiting setups may be through manipulating the cell’s geometry [95].

A protein experiment was conducted to verify the functionality of PPy/PSS electrodes

on an understood biological system. β-Lg powder was dissolved at a concentration of 4 mg/ml

in DI water. Starting with a dielectric cell with 60 grit sanded electrodes, permittivity

spectra before and after electrodeposition of PPy/PSS clearly show bandwidth improvement
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Figure 3.11: Onset frequency of electrode polarization fon (Equation 3.30) for NaCl solutions.
The legend indicates different electrode surface preparations. Error bars denote minimum and
maximum values over 3 trials.

(Figure 3.12). The protein relaxation appears unaffected by the change in surface material,

suggesting good biocompatibility of PPy/PSS for dielectric spectroscopy of protein solutions.

3.5 Summary

Many new measurement paradigms make use of microelectrodes for interrogating

liquids and biological tissues. Double-layer formation at the electrode-electrolyte interface

contributes to the measured impedance of the electrode surface in series with the substance

that is being measured. In the permittivity spectrum, the electrode polarization contribu-

tion was derived quantitatively (Equation 3.28). This representation elucidates the ω−const.

(const. > 1) dependency in the real-valued permittivity spectrum and its proportionality to

the CPE magnitude κ. A mathematical representation of the electrode polarization effect

also allows it to be accounted for in model fittings and partially subtracted off. However, an-
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Table 3.1: Parameterization of NaCl Solutions using model circuit in Figure 3.1.

0.1 mM NaCl κ [105] ν C [pF] G [µS] fon [kHz]
60 grit 0.89 0.74 5.15 16.8 14.1
600 grit 2.94 0.76 5.57 13.0 18.3
800 grit 3.58 0.81 4.26 14.5 17.1
1200 grit 6.16 0.82 4.60 11.3 15.9

Diamond Paste 4.89 0.79 4.74 11.1 16.0
PPy/PSS 0.023 0.62 4.82 26.5 5.3

1 mM NaCl κ [105] ν C [pF] G [µS] fon [kHz]
60 grit 0.56 0.79 5.10 152 94
600 grit 2.03 0.76 5.01 126 196
800 grit 2.60 0.83 4.08 117 119
1200 grit 4.30 0.86 4.15 127 140

Diamond Paste 2.83 0.81 4.40 113 140
PPy/PSS 0.0071 0.63 5.34 148 19

10 mM NaCl κ [105] ν C [pF] G [mS] fon [MHz]
60 grit 0.34 0.79 5.12 1.42 0.83
600 grit 1.08 0.77 5.30 1.54 2.11
800 grit 1.32 0.82 4.12 1.22 1.20
1200 grit 1.97 0.84 4.19 1.29 1.35

Diamond Paste 1.48 0.81 4.54 1.31 1.54
PPy/PSS 0.002 0.56 12.05 1.32 0.23

100 mM NaCl κ [105] ν C [pF] G [mS] fon [MHz]
60 grit 0.13 0.74 0.58 14.2 10.7
600 grit 0.72 0.81 1.47 13.1 13.8
800 grit 0.74 0.83 2.01 11.0 10.1
1200 grit 1.03 0.84 1.76 11.4 11.6

Diamond Paste 0.71 0.81 1.29 11.5 12.7
PPy/PSS 0.0009 0.50 2.70 11.0 2.4

alytical removal of electrode polarization can only be justified when the solution permittivity

εS is known with confidence and is not completely obscured by polarization permittivity εEP .

Increasing electrode surface roughness has a considerable effect on the impedance of

the electrode-electrolyte interface. Notably, both CPE magnitude κ and phase ν tend to de-

crease with increased roughness which perform counterproductive roles in the frequency value

for the onset of electrode polarization. Nonetheless, the improvement gained through smaller

κ exceeds the detriment of smaller ν, which encourages the general practice of roughening

electrodes. In this work, electrode polarization effects in permittivity measurements were
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Figure 3.12: Measured permittivity of 4 mg/ml aqueous β-Lg using 60 grit polished stainless
steel and PPy/PSS electrodes. Onset frequency of electrode polarization is visibly lower using
the conductive polymer. Fits were made using Equation 3.25 (εS as defined in Equation 2.55).

minimized through a simple and robust process of depositing PPy/PSS onto the electrode

surface. This procedure had the overall effect of greatly increasing the available frequency

bandwidth for dielectric spectroscopy of liquids containing proteins and other biological ob-

jects.
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Chapter 4

Measurement of the Protein Dipole Moment

The dipole moment is a low-resolution description of electrical charge distribution,

which in practice has been used to identify DNA-binding proteins [109], characterize docking

for protein-protein complexes [110], and predict protein aggregation rates [111]. These ap-

plications rely on the availability of accurate dipole moment data, often in various solution

conditions. Experimentally, dipole moments are most commonly measured using dielectric

relaxation spectroscopy [112, 113] and electrooptical techniques [114].

In Chapter 2, the various sources of polarization in liquids were discussed. Among

these, orientational polarization was the slowest mechanism to respond to external fields.

Orientational polarization was also shown to be proportional to the square of the dipole

moment of the rotating molecule. This concept made the important connection between

a microscopic mechanism, the dipole moment, and an experimentally obtainable quantity,

permittivity.

In this chapter, the relationship between permittivity and the molecular dipole mo-

ment is clearly defined and explored. Additionally, it is shown that an effective hydrodynamic

radius can be obtained from the permittivity spectrum. A case study of β-Lg is provided and

the effects of temperature, concentration, and pH on the molecular parameters are analyzed.

Before this can be accomplished, two important equations must be introduced: the Oncley

equation and the Debye equation.

4.1 Oncley Equation

In Equation 2.47, the orientational polarization Pd of a liquid in response to an

applied electric field E was related to the square of the dipole moment. It is then possible
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[35, 115] to arrive at the relationship between permittivity and dipole moment known as the

Oncley equation,

µ =

√
2MkbTε0δ

Ng
(4.1)

where µ is the dipole moment, M is the protein molecular weight in kilodaltons, N is

Avogadro’s number, and g is the Kirkwood correlation parameter assumed to be 1 for dilute

protein solutions [73]. The dielectric increment, δ, is defined as

δ = lim
c→0

∆ε

c
(4.2)

where c is the molar concentration of the protein. The dielectric increment is evaluated as

concentration approaches zero to eliminate interprotein effects.

4.2 Debye Equation

In 1897, Drude measured a large dispersion in the permittivity spectrum within the

GHz range for certain groups of molecules such as OH and NH2 [116]. Debye hypothesized

that the decrease in permittivity Drude observed was due to orientational polarization and

he set out to derive a mathematical model for the dielectric relaxation time and its reciprocal,

the dielectric relaxation frequency. Debye posited a very simple model using spherical dipoles

whose rotation is opposed by the viscosity of the solution. The relaxation time, τ , for such

a system is given by

τ =
ζ

2kbT
(4.3)

where ζ is a molecular friction constant relating the torque applied to the molecule to the

angular velocity. If the molecule is assumed to be a rigid sphere of radius a, Stokes’ law

gives a solution of

ζ = 8πηa3 (4.4)

where η is the viscosity of the solution.
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Figure 4.1: β-Lg dimer captured using X-ray diffraction [5], drawn using VMD [6].

Thus, assuming a protein is roughly spherical, its effective hydrodynamic radius can

be estimated from the relaxation time taken from the fitted permittivity spectrum by

τ =
4πηa3

kbT
. (4.5)

Equation 4.5 is often referred to as the Debye equation [62]. It is noteworthy that this

equation provides a very accurate prediction for the relaxation time of water. Using one-half

the distance between adjacent oxygen molecules at 20 ◦C as the radius a, the predicted value

for τ is 8.5 ps, in good agreement with the measured value of 9.3 ps [117].

4.3 Dielectric Relaxation of β-lactoglobulin

The Cole-Cole equation, Oncley equation, and Debye equation provide the neces-

sary tools to examine the dipole moment and radius of a protein species using dielectric

spectroscopy. For the first measurements, the dominant protein in cow’s milk, β-Lg, was se-

lected (Figure 4.1). β-Lg is an ideal candidate because it possesses a large permanent dipole

moment and has interesting binding properties [98, 118]. Several genetic variants of β-Lg

exist. The two most common, A and B, have similar molecular weights and differ only by
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Figure 4.2: Plot of dielectric titration of β-Lg at 25 ◦C measured by dielectric spectroscopy.
Differential, normalized permittivity was taken at multiple frequencies and frequency sweeps
were taken at regular time intervals. ∆ε1, ∆ε2, and ∆ε3 represent least-squares fits of ∆ε
(Equation 2.60) at three concentrations of β-Lg: 2 mg/ml, ∼4 mg/ml, and ∼6 mg/ml. The
pH of the solution was ∼6.5. The relaxation time τ was ∼40 ns, which increased slightly at
each β-Lg addition.

two amino acids (one of which is charged) and therefore can be expected to exhibit similar

dielectric dispersions [119]. Previous treatments on the dielectric relaxation of β-Lg were

limited and did not address the protein’s dynamic electrical properties in acidic and basic

solutions. The most noteworthy of these was the pioneering work done by Ferry and Oncley,

who measured the dielectric increment of β-Lg in 0.25 and 0.50 M glycine at presumably

neutral pH [70, 120].

Relaxation data for β-Lg at neutral pH is shown in Figure 4.2 along with least-

squares fits of ∆ε (Equation 2.60) to the equilibrium frequency sweeps at each of three β-Lg
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fits using Equation 2.60. (b) Superposition of fits clearly show temperature dependence of ∆ε
and τ .

concentrations. This data was recorded using the titration capabilities of the apparatus.

Every 20 minutes, 80 µl of 20 mg/ml β-Lg was pipetted into the 0.8 ml volume cell, which

was initially filled with DI water. Before each addition, 80 µl was also removed to keep the

overall volume constant. Visible at each addition are permittivity contributions from the

protein and effects of electrode polarization at low frequencies.

4.3.1 Temperature and Concentration Dependence

It was desired to measure the effects of temperature on the dielectric relaxation of

β-Lg. The Oncley equation predicts an inverse relationship between ∆ε and temperature

and the Debye equation predicts an inverse relationship between τ and temperature. This

was tested by conducting identical experiments at 5 ◦C intervals between 5 ◦C and 45 ◦C.

The results are shown in Figure 4.3 and clearly support the theory. At high temperatures

thermal agitation disrupts molecular movement, causing permanent dipoles to align less with

the applied field.
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Figure 4.5: Change in permittivity ∆ε (Equation 4.1) against temperature T for β-Lg in
0.1 mM HCl. Measured values (×) are plotted with linear least-squares fits (solid lines).
Concentrations of β-Lg used were 1, 2, 3, 4, 6, 8, 10, 15, and 20 mg/ml.
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Figure 4.6: Change in permittivity ∆ε (Equation 4.1) against concentration c for β-Lg in 0.1
mM HCl. Measured values (×) are plotted with least-squares fits of second-order polynomials
(solid curves, Equation 4.6). Temperature was adjusted from 10 to 35 ◦C in 5 ◦C increments.

Figures 4.4-4.6 show further experiments demonstrating temperature and concentra-

tion dependence also obtained in a 0.1 mM HCl solution (constant pH). In Figure 4.4 the

relationship between (relaxation time × temperature) and solvent viscosity was linear for all

concentrations as predicted by Equation 4.5. Values for solvent viscosity were taken from

[121]. Figure 4.5 likewise shows a linear relationship between the change in permittivity and

temperature as predicted by Equation 4.1. The increasing slope of the linear fits reflects

protein-protein effects at increasing concentration.

Figure 4.6 shows the nonlinear relationship between change in permittivity and con-

centration at various temperatures. To evaluate the dielectric increment as solute concentra-

tion approaches zero, measurements of ∆ε and c were fitted to a second-order interpolation

equation of the form

∆ε = k2c
2 + k1c+ k0 (4.6)

where k1 is the value used for ∆ε/c extrapolated to infinite dilution (for Equation 4.1). The

k2c
2 term accounts for the decrease in permittivity at high concentrations and is a measure

of the protein-protein interaction caused by interfering electric fields of neighboring β-Lg
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molecules [70]. Thus, k2 typically takes on a negative value, as interference of molecular

rotation reduces permittivity.

Using Equation 4.6, the value for k2 of β-Lg in 0.1 mM HCl at 25 ◦C was found to

be -0.010. This value, along with the value found for k0 (∼0), was substituted into Equation

4.6 and rearranged to form the equation

δ = k1 =
∆ε

c
+ 0.01c. (4.7)

For the dimeric β-Lg, Equation 4.1 can be reduced, assuming g = 1, and expressed

in Debye units as

µ = 36.3
√
Tδ. (4.8)

Combining Equations 4.7 and 4.8 and assuming a constant temperature of 25 ◦C in the

dielectric cell yields

µ = 626.8

√
∆ε

c
+ 0.01c. (4.9)

In this fashion, a single spectral measurement of β-Lg at a known concentration was sufficient

to compute an electrical dipole moment µ at a given pH.

4.3.2 pH Dependence

To modify the solution pH during the experiment, small volumes of 1 M HCl or 1 M

NaOH were pipetted into the cell reservoir, thus maintaining the concentration of protein

essentially constant. To lessen electrode polarization effects, the ionic strength of the solution

was minimized by reconstituting the protein in DI water and subsequently adding either HCl

or NaOH instead of using buffer solutions to achieve a desired pH. The pH was measured by

inserting a 3 mm diameter Accumet MicroProbe into the cell cavity immediately after data

collection.

Measurements of the effective hydrodynamic radius at various pH were made using

Equation 4.5 and are shown in Figure 4.7. Values are in the range of ∼24−30 Å. The changes

in apparent radius at different pHs may be due to structural fluctuations and changes in the
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Figure 4.7: Hydrodynamic radii a (Equation 4.5) of β-Lg at various pH. The error bars rep-
resent the minimum and maximum values of several different least-squares fits of the measured
data. The solid red spline curve is displayed to show the general trend of the measurements.

thin layer of bound water associated with the macromolecule. Larger fluctuations in radii

of ±5 Å were observed by Bonincontro et al., who measured the relaxation parameters of

lysozyme at various pH [122].

Dipole moment measurements at various pH are shown in Figure 4.8. The dipole

moment fluctuates to ∼ 550 D at low pH from its maximum value of ∼ 850 D around pH 7.

At low and high pH, the greater uncertainty in the measurement is due to an increase in the

ionic strength of the solution. The relaxation parameters in Figures 4.7 and 4.8 demonstrate

the dynamic behavior typical of proteins dissolved in solution. These measurements will

provide an important reference for the electrostatic computational work done in the next

chapter.

4.4 Analytical Removal of Electrode Polarization Effects from Protein Relax-
ation Spectra

The derivation of εM in Chapter 3 provides a simple method to remove electrode

polarization through post-processing of measured permittivity data. It can be applied to

a wide number of different solution permittivities. However, here the focus is proteins dis-

59



www.manaraa.com

3 4 5 6 7 8 9 10

400

500

600

700

800

900

1000

pH

µ 
[D

]

 

 

Figure 4.8: Measured dipole moment µ of β-Lg at various pH. Error bars represent the
minimum and maximum values of several different least-squares fittings of the measured data.
The solid red line is displayed to show the general trend of the measurements.

solved in solution where εS is described by the Cole-Cole equation (Equation 2.60). The full

expression for εM is then given by

εM = ε∞ +
∆ε

1 + (jτω)1−α + κω−ν . (4.10)

For β-Lg in a less than 1 mM ionic strength buffer, use of εM (in place of εS) is

not necessary for accurate parameterization due to the large SNR of the sample. For other

proteins, electrode polarization effects are more pronounced and omission of εEP in the fitting

function may lead to large errors. Figure 4.9 shows one such protein, avidin, which will be

investigated in depth in Chapter 7. The two red lines represent permittivity before and after

electrode polarization effects are removed using a fitting of Equation 4.10. The overlap of

the two lines indicates the frequency range where electrode polarization effects are negligible

and the original Cole-Cole equation could be fitted. For this sample, reliable fits of ∆ε and

τ require use of the wider frequency range and fitting equation 4.10.
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Chapter 5

Theoretical Method to Calculate Protein Charge Moments

Charge distributions are linked to form, function and stability of biological macro-

molecules [21, 123, 124, 125], and consequently are dependent on the molecule’s internal

shape and composition, as well as the external influences of the surrounding solution. While

different measures such as molecular weight, isoelectric point, and overall charge are com-

monly quoted, perhaps no single parameter is more indicative of the spatial charge distri-

bution of a protein than its electric dipole moment. In the previous chapter, a technique to

extract a measured dipole moment from permittivity measurements was discussed. In this

chapter, a theoretical method to calculate the protein dipole moment and charge moments in

general is presented. This technique takes the basic laws of electrostatics and applies them

to simple molecular systems under the assumption that proteins and polypeptides can be

modeled sufficiently well by discrete charge distributions. It will be shown that this method

is in fact quite accurate and its application reveals new information about the electrical

properties of proteins and biomolecules.

5.1 Charge Moments for Continuous and Discrete Charge Distributions

Charge moments are statistics on charge distributions. The first-order charge moment

of a system is the net charge, or sum of all charge. For a continuous charge density ρ (r),

the overall charge, Q, is given by

Q =

∫
V

ρ (r) dV. (5.1)

The second-order charge moment of a system is its dipole moment. The general dipole

moment equation for a continuous charge density is
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Figure 5.1: Discrete charge distributions with (a) Q > 0, |µ| = 0; (b) Q = 0, |µ| = 0; (c)
Q = 0, |µ| > 0 (pointing upward); and (d) Q > 0, |µ| > 0 (pointing upward and right). The
origin is used as the point of reference.

µ =

∫
V

ρ (r) (r− rr) dV (5.2)

where rr is the vector from the origin to the reference point. By convention (in physics), the

dipole moment vector points from the direction of negative charge towards the direction of

positive charge.

The discrete analogues of Equations 5.1 and 5.2 are

Q =
∑
i

qi (5.3)

and
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µ =
∑
i

qi (ri − rr) (5.4)

where ri is the vector from the origin to point charge qi. Some examples of simple discrete

charge distributions and their first- and second- order charge moments are displayed in Figure

5.1.

In a neutrally charged system, the dipole moment is not dependent on the reference

point. In such a case, µ reduces to

µ =
∑
i

qi (ri − rr) (5.5)

=
∑
i

qiri − rr
∑
i

qi (5.6)

=
∑
i

qiri. (5.7)

In a non-neutrally charged system, where the net charge is nonzero, two popular reference

points are the center of mass, rcm, expressed as

rcm =

∑
i

miri∑
j

mj

(5.8)

and the center of charge, rcq, expressed as

rcq =

∑
i

|qi| ri∑
j

|qj|
. (5.9)

From the literature, it appears the best reference point might be the center of diffusion

[126, 127]. However, this would require additional simulations and is not expected to improve

the calculation beyond the error of the measurements. The center of charge has been used

by other investigators at pH close to the isoelectric point [128].
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It was discovered early on that the center of mass in dipole moment calculations

yields dipole moments in better agreement with measurements. By using the general dipole

moment equation with the center of mass as the reference point, we focus on the torque

about that point produced by applying an electric field to a molecule, and disregard the

translational movement of the molecule.

5.2 Dipole Moment Calculation Using the Protein Data Bank

The proposed method for calculating a protein’s dipole moment uses a snapshot of the

molecule’s three-dimensional structure. The dipole moment is then calculated as the vector

sum of two components: (1) the core dipole moment which arises from the unequal sharing

of electrons in covalent bonds; and (2) the dipole moment resulting from partial charges at

amino acid side chains. The former is a neutral charge system and can be computed with

Equation 5.7 and the latter is only neutral at pI and thus must use Equation 5.4.

The Protein Data Bank (PDB) is an online repository for structural data of biological

molecules (www.pdb.org [129]). The vast majority of the molecules are proteins and nucleic

acids. Structural biologists typically obtain a molecule’s three-dimensional structure by one

of two methods, X-ray crystallography or NMR spectroscopy. Both methods provide atomic-

level detail for individual conformations of proteins. Figures 5.2 and 5.3 show families of

β-Lg and HU-Protein backbone structures consistent with NMR observables.

Typically, only NMR structures have enough resolution to accurately identify hydro-

gen atom locations. When working with proteins in solution, NMR data is preferred over

X-ray crystallographic data because it is taken in solution and is thus more similar to ex-

perimental conditions. Additionally, NMR data contains different variations of structures so

statistics of charge organization can be computed. Currently about 85% of the structures

in the PDB are from X-ray crystallography, although the percentage of NMR structures is

slowly increasing.

5.2.1 Dipole Moment from Covalent Bonds

Due to the difference in electronegativity between different atoms, permanent dipoles

exist at covalent bonds throughout the molecular structure. Although individually weak, in
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(Å

)

Figure 5.2: β-Lg (PDB 1cj5) protein backbone of the monomer at pH 2.0 [7]. Structural
variability is apparent and shows the instabilities of the solved structure. The plot is a super-
position of the ten variations in the PDB file.

a macromolecule their contributions can become significant. Their net dipole is referred to

as the core dipole moment.

The core dipole moment is calculated from the locations of N–H, C=O, and C–N

bonds in both side chains and protein backbone, using dipole moments of 1.31 D, 2.31 D,

and 0.2 D, respectively [130]. For a system of symmetric dipole moments with an arbitrary

reference point, the general dipole moment equation (Equation 5.4) can be rewritten:

µcore =
∑
i

µi (5.10)

where the length of the summation is the total number of N-H, C=O, and C-N bonds in the

structure.
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Figure 5.3: HU-Protein (PDB 1hue) backbone at pH 4.6 [8]. The visible flexibility of the ho-
modimeric protein is critical for its function packaging high molecular weight DNA in prokary-
otic cells. The protein exhibits the unique characteristic of being partially rigid around the
head while the β-arms are variable in solution. The plot is a superposition of the 25 models in
the PDB file.

5.2.2 Calculation of pKa Shifts

Partial charges that exist at side chains of ionizable residues are the main contributors

to the charge moments of proteins. These charges are governed by the Henderson-Hasselbalch

equations [131], i.e.,

Q+ =
1

1 + 10pH−pKa
(5.11)

for positively charged residues such as arginine, histidine, lysine, and N-terminal, and

Q− =
10pH−pKa

1 + 10pH−pKa
(5.12)
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for negatively charged residues such as aspartic acid, glutamic acid, tyrosine and C-terminal,

where Q+ and Q− are the fraction of the particular titrating residue in the charged state.

The fractional charge assigned to the residue is then given by ZQ+ and ZQ− where Z is the

formal charge of the ion. When pH = pKa for a specific residue, it becomes 50% ionized.

Although not all titrating residues closely follow the Henderson-Hasselbalch model, it is

believed to be sufficient for low resolution charge statistics.

Electrostatic interactions among charged sites cause pKa shifts of polar groups from

their intrinsic (bulk aqueous solution amino acid) values, which can be estimated by calcu-

lation and compared to measured values. Among the current methods used to compute the

pKas of residues, the continuum dielectric approach has proven to give a reasonable balance

between speed and accuracy [132, 133, 134]. The model relates the pKa of a chemical group

M in a proton-exchange reaction with water

HM +H2O ←→M− +H3O
+ (5.13)

to the standard Gibbs free energy4G for proton exchange through a Boltzmann distribution

of the reaction species,

pKcalc
a = pKm

a +
1

2.303kbT

[
4G

(
MpH

+ −→Mp

)
−4G

(
MsH

+ −→Ms

)]
(5.14)

where Mp and Ms are the chemical group M in the protein and solution environments,

pKcalc
a is the shifted pKa, and pKm

a is the model pKa of the chemical group M . For a

continuous charge distribution, electrostatic contributions to the free energy are solved from

the Poisson-Boltzmann equation:

∇ε (r)∇φ (r)− ε (r)κ (r)2 sinh [φ (r)] + 4πρ (r) /kbT = 0 (5.15)

where φ (r) is the electrostatic potential and κ (r)2 is related to the Debye length, accounting

for the ionic strength of the bulk solution [135].
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The permittivity ε (r) is defined as a constant εlow inside the protein and a constant

εhigh outside the protein. The assumption of a uniform permittivity throughout the protein

clearly is an approximation [136]. The actual permittivity is likely to be a function of several

factors, including density of packed residues, molecular cavities, and solvent penetration. The

εlow approximation, however, has the advantage of being simple, reducing the computational

expense [132]. A pKa shift is calculated from the difference in electrostatic energy of an

amino acid residue in its charged and neutral state.

To aid in this computation, several web servers are now available. The H++ server,

used primarily for estimating pKas and adding missing hydrogen atoms to molecules from

the PDB, utilizes the continuum dielectric model to predict protonation states of ionizable

residues in macromolecules [19]. The H++ calculation is based on the “Macromolecular

Electrostatics with Atomic Detail” (MEAD) software package [137]. The server sets up

the finite-difference and Poisson-Boltzmann equations, defining the boundary between the

internal and external dielectric regions as the surface 1.4 Å outside the protein, and taking

as user input, εlow, εhigh, and the salt concentration which influences the calculation through

the κ (r)2 term.

5.2.3 Dipole Moment from Partial Charges

pKa values were calculated by the H++ server for each titratable group of the protein

and Equations 5.11 and 5.12 were used to assign a partial charge value ranging from -1e to

+1e to each residue. The locations of partial charges were approximated using the nitrogen

atom location for amine groups and the oxygen atom location for carboxyl groups.

The total dipole moment is the vector sum of the core and side chain dipole moments.

Figure 5.4 shows the point charges and the total dipole moment for β-Lg at pH 4.9 with

pKas calculated with H++ (εlow = 6).

5.3 Calculated and Measured Dipole Moments of β-lactoglobulin

The dipole moment calculation method was first used on β-Lg for comparison to the

measurements made in the previous chapter. Calculated dipole moments of β-Lg comparing

Poisson-Boltzmann predictions based on 1beb and measurements based on Equation 4.9 are
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Figure 5.4: β-Lg (PDB 1beb) partial charges at pH 4.9, near the isoelectric point of the
protein, pH 5.1. The vector dipole of 614.1 is shown. Positive charges are displayed as + and
negative charges are displayed as circles, where size is proportional to strength. pKas were
calculated with the Poisson-Boltzmann equation using the H++ server.

shown in Figure 5.5. Predictions vary dramatically depending on εlow as shown by the dashed

curves. The agreement is quite good at nearly all pH for the highest values of εlow considered.

Only data between pH 4 to 10 should be analyzed as β-Lg dissociates to a monomer from

pH 4 to 3 [9].

The accuracy to which the pH-varying dipole moment of β-Lg was predicted in Figure

5.5 appears to be a significant step in the literature. To our knowledge, such agreement is

not encountered elsewhere, for any molecule. South and Grant made predictions for the

pH-varying dipole moments of horse and whale myoglobin from pH 5 to 8 [138]. In that

work, the error between measurements and calculations could likely have been decreased
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Figure 5.5: Measured and calculated dimer dipole moments µ of β-Lg at various pH for
integral values of εlow from 1 to 20 (and 1.5) using 1beb. Calculated µ are split into two
plots (a) and (b) for easier viewing. Error bars represent the minimum and maximum values
of several different least-squares fittings of the measured data. Between pH 3 and 4, β-Lg
dissociates to a monomer [9]. Calculations appear to converge to the measurements as εlow

approaches 6 from below.

if pKas were calculated and the dielectric increment δ was fitted to measurements using a

wider range of protein concentrations.

The apparent convergence of calculations and measurements in Figure 5.5 as εlow

approaches 6 both helps to validate the electrostatic model used and elucidates the dielectric

properties of the protein interior. The curves representing εlow < 4 are well separated from

measured values, and indicate that the dielectric constant of the region must be higher.
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Figure 5.6: (a) Hydrodynamic radii a (Equation 4.5) of β-Lg at various pH. The error
bars represent the minimum and maximum values of several different least-squares fits of the
measured data. The horizontal dashed line represents the predicted radius of ∼24.6 Å using
the equivalent volume sphere method described in Appendix B. (b) Calculated angle θ formed
by the dipole moment vector and the long axis of β-Lg. pKas were calculated from the H++
server. The dipole moment vector remains relatively aligned with the shorter axis at all pHs
considered.
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Using the equivalent volume sphere method described in Appendix B, the predicted

radius of β-Lg from 1beb is ∼24.6 Å, in good agreement with radii calculated from measure-

ments. The β-Lg dimer is a prolate ellipsoid with an axial ratio of approximately 2. Thus

two different relaxation times with a ratio of 1.3 between them, as predicted by Perrin’s

Equations, should exist [35]. The apparent radius of the molecule depends on the alignment

of the dipole moment with each axis of rotation; e.g., if the dipole moment vector is parallel

to the longer axis, the apparent radius would be larger than the apparent radius if it were

aligned with the shorter axis. To determine if the observed fluctuations in radius were a

result of the dipole moment vector changing alignment, the angle θ formed by the dipole

moment vector and the long axis of β-Lg was calculated (Figure 5.6b). At all pHs, the dipole

moment remains relatively aligned with the short axis (within 10◦), and the changes in θ

are unable to account for changes in a greater than 1 Å. Thus, the observed fluctuations

in hydrodynamic radii in Figure 5.6a must additionally be influenced by a more complex

process than changes in dipole alignment.

5.4 Estimation of the Internal Permittivity of Proteins

The electrical properties of proteins are dependent on the permittivity of the protein

interior and the surrounding medium. High-permittivity environments reduce Coulombic

forces. Low-permittivity environments where Coulombic forces are greater, such as the

hydrophobic core of a protein, are critical to structure and function. The simplest con-

tinuum dielectric model approximates the permittivity of the protein, ε (r), by treating the

molecule as a low-permittivity medium with relative permittivity, εlow, surrounded by a high-

permittivity solvent with relative permittivity, εhigh, as described in the previous section.

This model has been used to improve estimates of energies of interactions within [139, 140]

and between proteins [141], electrons and protons [142, 143, 144], charged solutes [145], and

ions moving through proteins [146, 147, 148, 149]. Mostly, the continuum dielectric model

has been used to estimate titratable amino acid pKa shifts based on local electric fields in

proteins [132, 150], although comparison of these estimates with direct measurements with

NMR have revealed examples where other factors are also involved [151, 152].
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Unlike εhigh, which can and has been measured directly [3], εlow has been found to

be the most critical and least agreed-upon parameter in calculations of electrostatic effects

in proteins [153, 124]. Though the majority of theoretical calculations and experimental

determinations have placed the value of εlow between 1 and 6 [154, 155, 156, 157, 158, 159,

160, 161, 162, 163], a number of contradictory studies have emerged. A theoretical study by

Nakamura et al. using electronic polarization of atoms and the polarizations of local dipoles

predicted internal dielectric constants from 1 to 20 [136]. Pennock and Schwan proposed

a lower bound on εlow of 2.5 based on series and parallel combinations of the dielectrics

of water and protein powders [164, 165]. Antosiewicz et al., in calculating pKa values for

ionizable residues in proteins, were only able to predict satisfactory values using εlow ≥ 20

[166]. Demchuk and Wade additionally improved pKa predictions using a hybrid technique

where an εlow close to aqueous solvent (∼ 80) was used for solvent exposed residues and an

εlow in the range 10 − 20 for buried residues [134]. Garćıa-Moreno et al. measured εlow in

terms of the permittivity that needed to be used in the Born equation to reproduce pKa shifts

measured by difference potentiometry [167]. Measured values were in the range of 10 − 12.

Similarly, Dwyer et al. measured the ∆pKa of a single buried glutamic acid which reflected

a dielectric constant of 12, interpreting this value as a small amount of solvent penetrating

into the protein, which could contribute significantly to a higher value of εlow [168]. Other

interpretations of high dielectric constants include effects of conformational reorganization

[169], fluctuations of charged side chains [170], and the reaction field of bulk water [171].

An estimate of εlow can likewise be produced with dielectric spectroscopy measure-

ments using the data from Figure 5.5. To quantitate the goodness of fit of the measurements

to the Poisson-Boltzmann model, the RMS residual is used,

Rrms =

√√√√ 1

N

N∑
i=1

(
µcalci

− µmeasi

)2
(5.16)

whereN is the number of comparison points. The vector µmeas is obtained using a polynomial

interpolation fitting of the measured data. Rrms is minimized to identify the value of εlow used

in the dielectric continuum model that best approximates the actual dielectric properties of

the protein interior.
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Figure 5.7: Dipole moment (a,b) and isoelectric point (c,d) residuals for 5 PDB models
of β-Lg. PDB structures used are dimers(�) 1beb [5], (©) 2akq [10], (♦) 2q39 [11], and
monomers(O) 1cj5 [7], and (·)1dv9 [9]. Data in (a) shows good compatibility of the mea-
surements with 1beb only, evident by the small Rrms for that structure alone. (b) and (d)
are expanded views of 1beb showing good agreement between minimum function values at
approximately εlow = 6 to 7 for both Rrms and R.

In addition to 1beb, two PDB models of dimeric β-Lg, 2akq and 2q39, and two

monomeric structures, 1cj5 and 1dv9, are used for comparison. 2akq is the U’ lattice grown

from β-Lg crystals at very low ionic strength. This model exhibits the slight structural

changes that occur in the almost complete absence of salt. 2q39 is a β-Lg model grown

from crystals at low humidity and exhibits an asymmetric dimer. None of these four models

were expected to resemble the protein’s conformation in the experimental conditions, but

were included to display the range of possible differences in charge moments of structural

variations.

The RMS residuals (Equation 5.16) for Poisson-Boltzmann predictions for values of

εlow from 2 to 20 using the 5 PDB models of β-Lg in relation to the measured data are shown
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in Figures 5.7a and for 1beb alone in 5.7b. The agreement for 1beb with the measurements

is quite remarkable for all εlow > 4. An Rrms value of 35 D corresponds to an average error

of 5%. Using the absolute minimum of the curve in Figure 5.7b, the best estimate of εlow for

β-Lg based on 1beb is between 6 and 7.

A similar estimation of εlow is made by comparing the computed and measured isoelec-

tric point of the protein, which was previously measured to be pH 5.1 [172]. The calculated

value is the pH at which the overall charge Q from Equation 5.3 is 0. The residual value used

here, R, is the difference between the measured and calculated pH values for the isoelectric

point,

R = |pIcalc − pImeas| . (5.17)

Values of R for the 5 PDB models of β-Lg are plotted in Figures 5.7c and for 1beb alone in

5.7d. Unlike the dipole moment function, from which a confident rejection and selection of

PDB models could be made, the isoelectric point residual, R, is more useful as a confirmation

of the estimate for εlow. This is because the total charge (at least for the dimeric structure)

is not as unique as an array of pH-dependent dipole moments; many proteins share the same

isoelectric point. Figures 5.7b and 5.7d show good agreement between the two methods for

estimating εlow for β-Lg.

5.4.1 Solvent Penetration as a Source of εlow

Soon after the discovery of internal water molecules in solved crystal structures, it

was suggested that water penetration could be a mechanism by which the effective dielectric

constant of the protein could increase [173]. If indeed this is the case, the dielectric constant

would be sensitive to breathing motions of the molecule, and the variations in hydrodynamic

radius estimates with pH (Figure 5.6a) would argue against the assumption of a constant

εlow at all pH. Calculations using εlow estimates would thus be restricted to a pH range where

stable structural conditions are found. This may explain the greater deviations in Figure 5.5

at pH 8-10.

If εlow were a function of solvent penetration, as was previously suggested [168],

we could expect to see some correlation between a and εlow for a given molecule. From
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Figure 5.5, εlow is best approximated by low values (εlow < 6) at high pH (pH > 8) and

high values (εlow > 6) at physiological pH (6 < pH < 8), opposite to the expectation from

the hydrodynamic radius a, which is large at high pH and small at physiological pH. Thus,

the data appears to contradict the solvent penetration hypothesis. However, the radius a

itself may not be strongly correlated with solvent penetration. Another factor such as the

hydrophobicity of penetrable cavities may have a larger impact.

5.4.2 Implications for the Mechanism of the β-Dispersion

The β-dispersion in the dielectric spectrum of proteins in solution is the dispersion

characterized by change in solution permittivity, ∆ε, and the relaxation time, τ , typically

occurring in the high kHz to MHz frequency range. Researchers have been measuring this

dispersion for over 70 years. In the 1930s and 1940s, Oncley made dielectric measurements

on several proteins, including β-Lg, and interpreted these results on the basis of the rotation

of molecules having a permanent dipole moment [67, 69]. Since then, other theories have

been proposed to account for this dispersion, such as proton fluctuation [174, 175], Maxwell-

Wagner mechanism [176, 177], and the ion-mobility model [178]. The two theories that are

still given attention today are permanent dipole rotation and proton fluctuation.

The proton fluctuation theory holds that when the pH of the solution is close to the

pKa of any group, protons continually bind and disassociate, causing the dipole moment to

fluctuate about an equilibrium. Because the change in solution permittivity ∆ε is propor-

tional to µ2, it would be possible to obtain a dispersion even when the average dipole moment

is zero. The theory predicts that the dipole moment is a monotonically decreasing function

of pH, dropping off from a maximum at pH 2 to effectively zero at pH 10 [174]. Figure

5.5 is in obvious contradiction to this. The proton fluctuation model was not accounted for

explicitly in this work, neither did we consider Maxwell-Wagner and ion-mobility models.

Nonetheless, the agreement in Figure 5.5 was achieved solely with the permanent dipole

theory and Equation 4.1. This indicates that to account for ∆ε of β-Lg with 5% error, the

permanent dipole model is sufficient.
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5.5 Influence of pKa Shifts on the Calculated Dipole Moments of Proteins

Theoretical approaches to calculate charge moments numerically from PDB structures

rely on a set of amino-acid partial charges. The proposed method in this chapter made this

calculation by using calculated pKas to replace intrinsic or model pKas. Calculated pKas

come with computational costs [179], and the importance of pKa shifts has been debated

for dipole moment calculations [180]. More importantly, there has not been convincing

agreement between experimental data and theory. Thus, the decision to include shifted

pKas in protein charge distribution evaluation has not been unanimous [181], and the effect

of doing so is largely unknown.

The pKa value is a measure of a titratable group’s ability to enter a protonated

state. Titratable groups can be partitioned into basic groups, which are positively charged

in their protonated state, and acidic groups, which are neutral in their protonated state.

Assuming the titration curve is Henderson-Hassalbalch-like [182], the pKa of the titratable

group completely describes its protonation state at a given pH. It follows that the set of

pKas that comprise the titratable groups of a protein determine its protonation state at

a given pH and, in conjunction with the three-dimensional structure, its spatial charge

distribution. Thus, a large amount of research has been invested by biophysicists into protein

pKa prediction, with an emphasis on quick and accurate structure-based predictions [132,

134].

Most approaches compute pKa shifts using the linearized Poisson-Boltzmann equation

[132, 183, 184, 185], as described earlier in this chapter. In this method, the permittivity

of the protein environment is approximated in some way, and a pKa shift is calculated from

the difference in electrostatic energy of an amino acid residue in its charged and neutral

state. This approach is regarded as accurate but slow, and has been criticized for ignoring

the flexibility of the protein structure and simplifying permittivity environments [186].

Empirical approaches for protein pKa prediction, such as the program PROPKA

[187] and the technique by He et al. [188], have gained momentum recently due to very fast

computation speeds. Generally, these methods predict pKas by relating multiple physical

characteristics of the titratable group’s local environment to the characteristics of groups

with experimentally measured pKas. Remarkably, a recent evaluation of PROPKA alongside
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Table 5.1: Model pKa values for ionizable groups in proteins from the literature

Group Nozaki and Thurkill et al. Cohn and Creighton
Tanford [194] [1] Edsall [195] [196]

Carboxyl 3.8 3.67 3.0-3.2 3.5-4.3
Asp 4.0 3.67 3.0-4.7 3.9-4.0
Glu 4.4 4.25 4.4 4.3-4.5
His 6.3 6.54 5.6-7.0 6.0-7.0

Amino 7.5 8.00 7.6-8.4 6.8-8.0
Cys 9.5 8.55 9.1-10.8 9.0-9.5
Tyr 9.6 9.84 9.8-10.4 10.0-10.3
Lys 10.4 10.40 9.4-10.6 10.4-11.1
Arg 12.0 — 11.6-12.6 12.0

three Poisson-Boltzmann approaches (MEAD [132], UHBD [189], MCCE [150]) reported that

PROPKA outperformed the other methods in terms of accuracy and speed for all residues

except Glu and His for a dataset of 100 proteins with experimentally determined pKas [190].

In view of this result and other developments, it would be worthwhile to compute dipole

moments using empirically- and Poisson-Boltzmann-calculated pKas, alongside model pKas,

and to report observable differences.

This study on the influence of pKa shifts is motivated by the fact that various servers

are now available for dipole moment computation of proteins in different solutions [191, 192,

181, 193]. The methods of these servers typically differ by the set of pKas used, yet there is

little in the literature to validate which pKas yield dipole moments close to those measured

experimentally. Clearly, a calculated pKa which takes into account the titratable group’s

environment in the protein through computation should provide a better estimate of the

actual pKa. However, the extent to which dipole moment calculations are sensitive to these

shifts is generally unknown. If the inclusion of shifted pKas is unnecessary, the computational

expense of obtaining multiple pKas representing various solution conditions would be largely

eliminated. The principle aim of this study is to determine how the variation between model

and calculated pKas influence the dipole moment, and under what conditions, if any, can the

simpler approach of using model pKas be used for the calculation of protein dipole moments.
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5.5.1 Model pKas

pKm
a s of free amino acids are the simplest approximations of protein pKas [195, 194,

196, 1]. They are defined as the pKas of titratable groups in model compounds, which

simulate an isolated, undisturbed condition in aqueous solution. These values represent

amino acids in an unperturbed state, and are the basis for pKa calculations in a perturbed

state. A calculated pKa, pKcalc
a , is the sum of a model pKa and a calculated shift,

pKcalc
a = pKm

a + ∆pKcalc
a . (5.18)

Typically, pKm
a s are determined using small molecules or peptides where electrical self-

interactions are small and the solvent is fully accessible. Titration curves of the molecules

are then fitted to Eqs. 5.11 and 5.12, where pKa is the parameter being fitted. The sets of

pKm
a s used here are taken from the literature and shown in Table 5.1. Values from Table

5.1 that are expressed as ranges were assigned the midpoint of the range to extract a single

value.

5.5.2 Empirically-Calculated pKas

The increasingly popular program PROPKA, developed by Jensen and co-workers,

predicts pKas by empirically relating desolvation effects and intra-protein interactions to an

ionizable group’s position [187]. This method operates under the assumption that ionizable

residues with similar surrounding features have similar pKas. Recent benchmarks have re-

ported that PROPKA performs very competitively with other methods, especially for Lys

residues. Its weaknesses are predicting pKas for Glu and His residues, as well as most buried

residues [190]. PROPKA is freely available to the scientific community through an easy-to-

use online server, and most proteins are processed in less than 5 seconds. The version used

here was PROPKA 3.0.

5.5.3 Influence of pKa Shifts on β-lactoglobulin

Measurements of the pH-dependent dipole moment of β-Lg are shown in Figure 5.8

alongside calculated dipole moments using various sets of pKas. For β-Lg, predictions using
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a s and PDB model 1beb. Measurements are taken from the previous chapter
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pKm
a s overestimate µ at low pH, yet are consistent with measurements from pH 7 to 9. The

pKm
a s from Creighton et al. have very large deviations at pH 10 caused by only slightly

higher published values for Tyr and Lys residues. Predictions using pKe
as reduce the error

at low pH from pKm
a s, but still fail from pH 4.5 to 7. Predictions using pKpb

a s are within

experimental errors at nearly all pH considered, and clearly best predict the pH-dependent

dipole moment of β-Lg. The largest discrepancies between the various predictions occur

near the isoelectric point (pI) of β-Lg, at pH 5.1 [172]. Here overall positive and negative
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Figure 5.9: Magnitude difference in calculated dipole moments using pKm
a s and pKpb

a s, |∆µ|,
for ionizable residues in β-Lg. pKm

a s used were from Thurkill et al. and pKpb
a s were calculated

with εlow = 6. For each trace, the relative height corresponds to the |∆µ| as calibrated by
the scale at the top of the plot, while the color reports the same information as calibrated by
the color bar to the right. Residue # here corresponds to the sequence number of consecutive
ionizable residues, 50 from each subunit and 100 total. Peak widths represent the range where
there is disagreement between uncorrected model predictions and Poisson-Boltzmann corrected
predictions for a given residue. Peak heights indicate the impact of that titratable group (and
hence, the associated ambiguity it causes) on the total dipole moment. For most residues
(∼ 92%), |∆µ| is nonzero only outside the range pH 7 to 9.

charges are equal in magnitude, which may induce greater interactions among charged sites;

yet, oddly, µ is near its minimum value.

The convergence at pH 7 of the predictions and measurements is interesting and

merits discussion. In the case where a dipole moment at pH 7 were being computed, any set

of pKas would predict equally well. This raises the following question: Although calculations

using pKm
a s do not accurately predict measured dipole moments over all pH, is there a smaller

range of pH where they do? At a given pH, the protonation state of a protein is only affected

by pKa shifts that occur within ∼1.5 pKa units of the pH. In Table 5.1, most model pKas

are outside the range of 7-9, with the exception of His and amino-terminus groups which
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are limited to one-per-protein monomer. Therefore, we expect different computed dipole

moments to be very similar at pH 7-9 if the pKa shifts are small or if ∆pKcalc
a s are in the

direction opposite those pHs.

To illustrate this, we define the difference in dipole moment between an ionizable

residue with a shifted and non-shifted pKa as

∆µ = µ′m − µ′pb (5.19)

where µ′m and µ′pb are dipole moments of a single ionizable residue calculated with pKm
a s and

pKpb
a s, respectively. |∆µ| for 100 ionizable residues of β-Lg are shown in Figure 5.9. For most

residues, the pH where |∆µ| is nonzero is confined to outside the range 7 to 9, suggesting that

differences in calculated dipole moments will be minimized within that range as confirmed

in Figure 5.8. Generally, ∆pKcalc
a s for Tyr (pKm

a = 9.84) and Lys (pKm
a = 10.40) were

positive and ∆pKcalc
a s for Glu (pKm

a = 4.25) were negative, thus, the penalty for not using

pKpb
a s is larger at low and high pH. Also noteworthy are the large contributions of individual

residues to the total dipole moment, many of which were greater than 120 D. Because the

total dipole moment is ∼800 D, a large amount of vector cancellation must occur due to

oppositely-situated residues in the molecule.

5.5.4 Influence of pKa Shifts on Protein Dataset

To address the pKm
a approximation question raised in the previous section with a

larger sample size, dipole moment calculations using the three types of pKas were made

on a protein dataset consisting of 66 protein models from the PDB (available in Appendix

C). The proteins selected had molecular weights in the range of 5 to 50 kDa and roughly

globular shape. The mean and standard deviation of the weights were 16.5 kDa and 9.7

kDa, respectively. PDB files were imported into MATLAB where all computations were

performed. Six proteins with calculated charges and dipole moments with are shown in

Figure 5.10.

Because the present objective is similar to the problem of estimating one parameter

from another, two statistical measures from estimation theory were used in the analysis. The
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Table 5.2: B (top, italicized) and D (bottom) between calculated dipole moments of
proteins using pKm

a s and pKe
as relative to pKpb

a s

pH 4-10
εlow = 4 εlow = 6 εlow = 8

pKe
as 13 .9 11 .1 10 .0

18.1% 15.3% 13.9%
Nozaki and Tanford 14 .2 11 .3 10 .2

23.2% 21.6% 21.2%
Thurkill et al. 18 .2 15 .3 14 .2

pKm
a s 23.8% 21.6% 20.8%

Cohn and Edsall 11 .8 8 .9 7 .9
21.7% 19.5% 18.8%

Creighton 15 .5 12 .6 11 .5
24.0% 22.4% 22.0%

Neutral pH (pH 7)
εlow = 4 εlow = 6 εlow = 8

pKe
as 8 .9 6 .5 5 .5

12.7% 11.0% 10.0%
Nozaki and Tanford 10 .8 8 .5 7 .5

13.5% 12.9% 11.9%
Thurkill et al. 11 .2 8 .9 7 .8

pKm
a s 12.9% 10.7% 9.5%

Cohn and Edsall 12 .5 10 .2 9 .2
12.7% 10.6% 9.4%

Creighton 9 .3 7 .0 6 .0
14.0% 13.6% 12.6%

Isoelectric point (pI)
εlow = 4 εlow = 6 εlow = 8

pKe
as 15 .9 14 .6 16 .1

24.0% 21.4% 21.1%
Nozaki and Tanford 32 .9 31 .7 33 .2

30.3% 29.4% 32.6%
Thurkill et al. 36 .7 35 .5 37 .0

pKm
a s 32.9% 32.1% 32.6%

Cohn and Edsall 28 .0 26 .8 28 .3
29.4% 29.0% 29.4%

Creighton 36 .1 34 .9 36 .4
32.4% 31.5% 31.9%
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Figure 5.10: Calculated partial charges and dipole moment for six proteins from the 66
protein dataset: (a) 1gs9 [12], (b) 1beo [13], (c) 1cb4 [14], (d) 1gdc [15], (e) 1gym [16], and (f)
1hme [17]. Dimensions are in Å.

first measure is the estimation bias, B, defined as

B = E [µm − µpb] (5.20)
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where µm is the dipole moment calculated using pKm
a s, µpb is that calculated using pKpb

a s,

and the operator E [·] is the expected value. The second measure is the average percentage

difference, D, given by

D = E

[
|µm − µpb|

µpb

]
. (5.21)

Thus B is expressed in Debye and indicates whether using µm as an estimator for µpb is

biased on average, and D is expressed as a percentage and indicates the average percentage

error of using µm to estimate µpb.

The assumption we rely on by using parameters B and D is that dipole moments

calculated with pKpb
a s are much more representative of actual dipole moments than those

calculated using pKm
a s. This assumption is primarily based on the substantial volume of

work regarding Poisson-Boltzmann pKa prediction in the literature, as well as the additional

experimental result for β-Lg discussed in the previous sections. The ideal scenario would be

to use experimentally measured dipole moments as the reference; however, very few published

measurements of dipole moments are available, especially at different pH.

Calculated values of B and D are shown in Table 5.2 for pH 4-10, pH 7, and the

isoelectric point pI, and for εlow = 4, 6, and 8. Calculations over pH 4-10 were performed in

0.2 pH increments and then averaged over all 31 data points. Isoelectric points were simulated

using the method described here [113]. εlow was varied because the actual permittivites are

unknown, however the range 4 to 8 covers several estimates. Note that values of B and D

were also calculated between pKe
a and pKpb

a predicted dipole moments.

Values of the estimation bias B were positive in all cases, indicating that pKm
a s con-

sistently predict dipole moments that are too large. This lends itself to a simple correctional

procedure when using pKm
a s for molecules between 5-50 kDa: scale dipole moments calcu-

lated at pH 7 by 97% and scale dipole moments calculated at pI by 87%. Obviously, this will

have a greater effect at pI, where differences between µms and µpbs are much greater but,

nonetheless, will yield smaller values of D (prediction error) in all cases when this correction

is applied.
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Values of the average percentage difference D were smaller at higher εlow and were

notably different in each pH range. The correlation with εlow is understood in the context

of electrostatic shielding. As εlow becomes large, titratable groups become more electrically

isolated and less prone to system perturbations (Coulombic forces between charges decrease

with 1/ε). At this limit, pKpb
a s should converge to pKm

a s, which represent the titratable

groups in an unperturbed state. Thus, the behavior of D with εlow is expected, and implies

that proteins with larger values of εlow, i.e., smaller molecular weights and/or larger surface

area to molecular weight ratios (due to solvent penetration [168]), will be better approxi-

mated by pKm
a s. Indeed, for proteins with weights below 30 kDa, D had a small positive

correlation with molecular weight (not shown). The disparity of D with pH in the protein

dataset parallels the trend for β-Lg: D smallest at pH 7 and largest at pI. Values of D

were remarkably high at pI, and many of the largest proteins considered had values close

to 40%. For pI even dipole moments computed using pKe
as showed large differences from

pKpb
a s. Nevertheless the improvement when using pKe

as in place of pKm
a s is noticeable at pH

4-10 and pI, even though at pH 7 the difference is negligible.

Although the data in Table 5.2 opposes the practice of using pKm
a s for high precision

dipole moment calculations, it does indicate situations where the penalty for not using pKcalc
a s

is less. Under the condition of neutral pH, calculated dipole moments using pKm
a s are within

15% of those calculated with the more complex Poisson-Boltzmann approach. The dipole

moment server by Felder et al. [181], which assumes a protonation state corresponding to

pH 7, probably falls in this error range for most of their calculations. This is probably

acceptable given the purpose of their server, which is to find proteins with unusually large

dipole moments that interact with nucleic acids under physiological conditions.

5.5.5 Sensitivity of Calculated Dipole Moment to Internal Permittivity

Poisson-Boltzmann pKa calculations are historically plagued by the difficulty in select-

ing εlow. Because it has been previously demonstrated that protein electrostatics in general

are highly susceptible to changes in pKa values [197], we probed the sensitivity of protein

dipole moments to pKa shifts by varying the internal permittivity. Calculations of dipole

moments using pKpb
a s were performed as εlow was varied over a reasonable range from 1 to 6
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Figure 5.11: Dipole moments of ribonuclease-A (5rsa), myoglobin (1myf), and lysozyme
(1lyz) over variable pH and internal permittivity. The three proteins are represented by three
colors with line thickness indicating the internal dielectric used in the calculation ranging from
1 to 6 at 1/2 increments (thinner lines corresponding to lower permittivities). Sensitivity to
internal permittivity appears to be greater at lower values, particularly εlow < 3 for all three
proteins.
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Table 5.3: Shifted pKas and dipole moment contributions for ionizable sites of Lys and Tyr
in RNase A at pH 9.6.

εlow = 2 εlow = 4 εlow = 6

site pKm
a µ ∆pKcalc

a s ∆µ ∆pKcalc
a ∆µ ∆pKcalc

a ∆µ

Lys1 10.4 77.8 0.16 3.39 0.18 3.90 0.19 3.92
Lys7 10.4 46.2 -2.17 -44.03 -1.47 -36.77 -1.23 -31.63
Tyr25 9.8 16.3 > 12.0 -16.30 > 12.0 -16.30 > 12.0 -16.30
Lys31 10.4 78.5 -2.36 -76.05 -1.48 -62.90 -1.09 -47.52
Lys37 10.4 73.1 -3.31 -72.84 -1.41 -56.36 -0.85 -33.36
Lys41 10.4 26.1 -5.07 -26.10 -2.76 -25.77 -0.17 -1.65
Lys61 10.4 85.1 -1.76 -75.32 -0.66 -27.78 -0.10 -3.03
Lys66 10.4 48.6 2.86 7.68 1.99 7.60 1.75 7.53
Tyr73 9.8 32.4 9.54 -32.40 5.34 -32.40 4.10 -32.40
Tyr76 9.8 37.1 2.83 -37.01 1.45 -34.86 0.84 -28.53
Lys91 10.4 112.6 0.07 2.44 0.07 2.22 0.07 2.16
Tyr92 9.8 36.6 7.81 -36.60 4.35 -36.60 3.17 -36.56
Tyr97 9.8 22.1 > 12.0 -22.10 > 12.0 -22.10 9.78 -22.10
Lys98 10.4 78.2 -0.41 -13.71 -0.31 -9.65 -0.27 -8.15
Lys104 10.4 56.8 -0.11 -2.18 0.51 5.95 0.64 6.83
Tyr115 9.8 31.2 > 12.0 -31.20 7.62 -31.20 5.14 -31.20

at 1/2 unit increments for the commonly-studied proteins ribonuclease-A (RNase A) (5rsa

[198]), myoglobin (1myf [199]), and lysozyme (1lyz [200]). These calculations are shown in

Figure 5.11. At lower permittivities, the dipole moments for the 3 proteins appear to be

highly erratic, especially for curves corresponding to εlow = 1. The behavior of myoglobin

at εlow = 2.5 is peculiar in comparison to other values of εlow. At that permittivity, the

charge configuration arranges in such a way to predict a dipole moment well beyond 400 D

at physiological pH, a value much larger than experimental values (around 200 D [138]). As

the dielectric constant approaches 6, the changes in dipole moment across all pH decrease

and the curves appear to converge.

The dipole moment of RNase A at its isoelectric point is further decomposed in Table

5.3 where pKa shifts and dipole moment contributions of all Lys and Tyr residues are shown

for three permittivities of the protein interior. At εlow = 6, 9 out of 16 residues had changes

in dipole moment greater than 20 D from µ calculated using pKm
a s, while six of those had

changes greater than 30 D. The results for Lys31 and Lys37 provide a marked example of
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dipole moment sensitivity to small pKa shifts. For Lys31, the pKa shifted down from 10.4

to 9.31, a drop of 1.09, which yielded a decrease in dipole moment of almost 50 D for that

residue.

The sensitivity of the dipole moment to Lys residues in RNase A is attributed to two

factors. First, the isoelectric point, the steep part of the protein titration curve, is near the

pKas of Lys residues, so one expects large changes in Lys titration state for small changes

in pH in that region. The second factor is that Lys residues tend to be near the surface

[198]. Charged surface residues, due to their large distance from the center of mass of the

protein, have a larger effect on the overall dipole moment than charged buried residues for

an equivalent charge. Quantitatively, the dipole moment of a charge increases linearly with

the distance ri − rr (Equation 5.4).

Individual dipole moment contributions for Tyr residues also exhibited large changes

between pKpb
a and pKm

a , whose 6 residues were on average 27.8 D lower when using pKpb
a s.

Like Lys, the pKm
a of Tyr is close to the isoelectric point of RNase A, and due to electrical

interactions in the folded protein, the pKas of Tyr residues were all raised and all but Tyr76

became uncharged. As a result, the pKm
a values grossly overestimated the actual charge

accrued on Tyr residues and the overall dipole moment of RNase A was too large.

It is evident that the calculated protein dipole moment has a strong dependence on

the choice of εlow, particularly at values close to 1. Interestingly, a few investigators have

suggested an εlow of 1 be used in the Poisson-Boltzmann approach [156]. Low values of

εlow assume strong Coulombic forces in the interior of the molecule, and the danger of an

erroneously low εlow as observed in Figure 5.11 is that the error could surpass the error using

pKm
a s. Even at pH 7, lower εlow values yield strongly varying dipole moments. It will become

increasingly important to develop accurate permittivity models of the protein to obtain exact

charge distributions and their related pH-dependent dipole moments.
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Chapter 6

The Role of Molecular Dynamics Simulations in Dielectric Studies

Computer simulations of liquids provide a powerful tool for analyzing complex sys-

tems consisting of large numbers of particles. They provide a direct connection between

microscopic details and experimentally obtainable quantities. The assumption underlying

such simulations is that the molecular behavior and interactions in a system can be de-

scribed sufficiently by empirical force-fields derived from crystalographic structure analysis

and spectroscopic analysis of bond vibration frequencies, as well as the fundamental laws

of electrostatics, quantum mechanics, and statistical mechanics. The computer in essence

becomes a virtual laboratory where the conditions of a measurement are reproduced and

an experimental protocol is carried out. When a simulation model consistently agrees with

experiment results, an understanding of the physical underpinnings of the measured phe-

nomenon can be achieved.

The usefulness and applicability of molecular dynamics simulations has been richly

demonstrated in numerous books [201, 202, 203, 204, 205, 206, 207] and reviews [208, 209,

210]. Most simulations are directed toward one of two goals: (1) to reproduce an experimental

result that can be observed directly, either to reveal its physical origins or to validate the

result itself or (2) to discover a molecular phenomenon that cannot be observed directly or is

too costly to carry out experimentally [211]. Molecular dynamics studies are ideally suited

for applications where analytical solutions are not possible or more detail is required, which

generally is true when any nontrivial molecular interaction takes place.

The use of molecular dynamics simulations to study the dielectric properties of pro-

tein solutions is not novel [212, 213]. The typical approach involves the calculation of the

dielectric susceptibility through Fourier transforms of the fluctuating dipole moment in the

absence of an applied field [214]. Although there has been some experimental agreement

93



www.manaraa.com

using this approach [215], it is unsettling that in several cases simulations give qualitatively

wrong results for static measured permittivities [171, 216, 217]. In this chapter, an alternate

approach to calculate permittivity will be introduced where an applied electric field is placed

across a protein in a solvent box.

This chapter primarily focuses on the prediction of protein dielectric relaxation using

molecular simulations and the utility of refined PDB models for dielectric studies. The simu-

lation program CHARMM (Chemistry at HARvard Macromolecular Mechanics), a standard

molecular dynamics program, will be used for its popularity and availability on the BYU

supercomputer. First, an exposition on the CHARMM methodology will be given. This is

followed by an analysis of protein permittivity using the applied-field fluctuating dipole mo-

ment approach. A new method to calculate permittivity through simulations with applied

electric fields is then introduced. Finally, the effects of refining PDB models for use in the

calculation methods of Chapter 5 is discussed.

6.1 CHARMM Force Fields on the BYU Supercomputer

CHARMM is a widely-used simulation program for minimization and dynamics of

macromolecules [218]. It was originally developed at Harvard University as a tool for inves-

tigating complex macromolecular systems with importance in biology [219]. It has since been

used successfully to model molecular dynamics simulations of solvated proteins, protein-DNA

complexes and lipid systems, addressing a variety of issues including the thermodynamics of

ligand binding and the folding of small proteins.

The Fulton Supercomputing Lab (FSL) at Brigham Young University provides com-

putational resources for students and faculty. FSL currently houses 933 servers (nodes)

comprising 9,880 processor cores. Most of the processors are supported with 24 GB of RAM.

FSL also houses 200 terabytes of high performance storage. Because molecular simulations

can require very large amounts of computational power, CHARMM was written with the

capability to run on more than one processor at a time. All simulations that were performed

in this dissertation were run on 32 processors using CHARMM version 35.
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6.1.1 Overview of the CHARMM Program

The CHARMM program is based on sets of force fields for each atom in a system

[218]. This means that fixed point charges are assigned to each atom location. These charges

are due to (1) unequal sharing of electrons in covalent bonds and (2) titratable amino acid

groups. At each time step, a potential energy function is computed based on energies from

bonds,

Ub =
∑
bonds

Kb (b− b0)2 (6.1)

angles,

Uθ =
∑

angles

Kθ (θ − θ0)2 (6.2)

dihedrals,

Uφ =
∑

dihedrals

Kφ (1 + cos (nφ0 − φ)) (6.3)

improper dihedrals,

Uω =
∑

impropers

Kω (ω − ω0)2 (6.4)

Van der Waals forces,

UVW =
∑

non-bonded pairs

εmin
ij

[(
Rmin
ij

rij

)12

− 2

(
Rmin
ij

rij

)6
]

(6.5)

and electrostatic forces

Uq =
∑

non-bonded pairs

qiqj
4πε0εrrij

. (6.6)
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The total potential energy function, U (R), is the sum of each of these and is given by

U (R) = Ub + Uθ + Uφ + Uω + UVW + Uq (6.7)

=
∑
bonds

Kb (b− b0)2 +
∑

angles

Kθ (θ − θ0)2 +
∑

dihedrals

Kφ (1 + cos (nφ− δ)) +

∑
impropers

Kω (ω − ω0)2 +
∑

non-bonded pairs

εmin
ij

[(
Rmin
ij

rij

)12

− 2

(
Rmin
ij

rij

)6
]

+

∑
non-bonded pairs

qiqj
4πε0εrrij

. (6.8)

The parameters b0, θ0, φ0, and ω0 are equilibrium values and Kb, Kθ, Kφ, and Kω are force

constants. For the dihedral energy, Uφ, n is the periodicity of the dihedral angle and φ is the

phase shift. Coulombic interactions are determined between all point charges qi and qj where

permittivity εr is equal to 1 when explicit solvent is used. Implicit solvent models, where εr

is approximated, can be cost-efficient and sufficiently accurate for a variety of problems.

During a simulation run, the system is generally set by user input to a constant

temperature. The temperature is maintained by controlling the average velocity of the

atoms. The simulation proceeds in small time steps from 1 to 2 fs where at each time

step the potential energy function U (R) and a corresponding force F (R) = −∇U (R) are

calculated where R is the three-dimensional position vector. The atoms are then moved as

dictated by the force F (R), the temperature control, and other external forces set by the

user. Simulation run times generally range anywhere from 1 ps to 500 ns, depending on the

application and computation power.

6.1.2 CHARMM Data Structures

Data structures in CHARMM allow the program to strike a balance between user

accessibility and program versatility. CHARMM uses data structures to interface the user

with new methods and approaches. What follows is a brief description of six important data

structures and their role in the overall program flow:

• Residue Topology File -

The residue topology file contains the information necessary to describe bond, angle, dihedral angle

and improper dihedral angle content, as well as charge distribution, hydrogen-bond donors and ac-
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ceptors and internal coordinate information for polymer components and solvents. Standard residue

topology files for nucleic acids, lipids, proteins, and carbohydrates can be obtained from the devel-

oper’s homepage.

• Parameter File -

The CHARMM parameter file contains the information needed to calculate energies of structures. It

defines all equilibrium structural values and force constants from Equation 6.8.

• Coordinate File-

Coordinate files contain Cartesian coordinates of all atoms in a system. They are either written out

in PDB or CHARMM ASCII format.

• Protein Structure File -

The protein structure file lists every bond, bond angle, dihedral angle, and improper dihedral angle

in addition to information needed to generate the hydrogen bonds and the non-bonded list for the

molecular system. The protein structure file, in conjunction with the parameter and coordinate files,

are used to calculate the energy of a system.

• Non-Bonded list -

The non-bonded list contains atoms that are not covalently coupled within one or two bonds, but

which are subject to van der Waals and electrostatic interactions. Because the length of this list can

approach the number of atoms squared, a number of approximation schemes can be used to reduce

its size.

• Constraints -

Constraints are used to influence the system in some manner during simulation. Some common

examples are constraints to hold the center of mass in place during dynamics, to fix bond lengths

during dynamics, and to apply an external force during dynamics. Multiple constraints may be applied

during a single simulation run.

6.2 Permittivity Calculations through Fourier Analysis

This section gives a brief summary of the current theory to calculate the permittivity

of a solute-solvent system using Fourier analysis of the fluctuating system dipole moment

under no external constraints. The original papers can be referenced for a more detailed

exposition on the subject [220, 221].
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6.2.1 Theory

The frequency-dependent electric susceptibility, χe (ω), is always related to the per-

mittivity through the simple equation

χe (ω) = εr (ω)− 1. (6.9)

Using linear response theory, the electric susceptibility can be related to the time correlation

function of the system dipole moment, Φ (t), by

χe (ω) =
1

3V kbT
F
{
−dΦ (t)

dt

}
(6.10)

where Φ (t) = 〈M (t) ·M (0)〉, V is the volume, and M (t) is the system dipole moment.

F {·} is the Fourier transform and is defined

F {f (t)} =

∫ ∞
0

f (t) ejωtdt. (6.11)

Because εr (ω) is complex, χe (ω) is also complex, i.e.

χe (ω) = χ
′

e (ω) + jχ
′′

e (ω) . (6.12)

Exploiting the following property of the Fourier transform,

F
{
−df (t)

dt

}
= f (t) + jωF {f (t)} , (6.13)

the real and imaginary parts of χe (ω) can be expressed as

χ
′

e (ω) = χe (0)− ω

3V kbT
imag [F {Φ (t)}] (6.14)

and

χ
′′

e (ω) =
ω

3V kbT
real [F {Φ (t)}] . (6.15)

where χe (0) is the static electric susceptibility. For ω = 0, Equation 6.10 reduces to
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χe (0) =
Φ (0)

3V kbT
(6.16)

=
〈M (0) ·M (0)〉

3V kbT
(6.17)

=
〈M2〉 − 〈M〉2

3V kbT
(6.18)

≈ 〈M2〉
3V kbT

. (6.19)

Due to random movements of the system dipole moment in the absence of an applied field,

for sufficiently long simulations 〈M〉2 goes to zero and 〈M2〉 − 〈M〉2 ≈ 〈M2〉.

The Fourier analysis method for determining permittivity is easily tailored to isolate

components of a system. For example, to determine the permittivity contribution of the

solvent, M from Equations 6.18 and 6.19 is replaced with MW, the system dipole moment

of the water. Similarly, to determine the protein’s contribution, M is replaced with MP,

the system dipole moment of the protein. The Fourier analysis method has also been used

to determine protein-solvent interactions. Water molecules at the protein interface behave

differently than those in bulk solvent. These water molecules contribute to the so-called δ-

relaxation, a relaxation process composed of two or three smaller relaxations at frequencies

between those of the protein and bulk water [47]. Using a 5 ns molecular dynamics run,

Boresch et al. reported a bimodal δ-relaxation process consistent with experimental data

[212].

6.2.2 Simulated Dielectric Susceptibility of Protein-Water System

β-Lg was solvated in a water cube with 10 nm side lengths and simulated for 6 ns at

25 ◦C with no external forces. Every 200 fs the dipole moment magnitude and orientation

were recorded for each component in the system (total, protein, and solvent). The autocor-

relation for the components are shown in Figures 6.1 and 6.2. The goal is to fit the total

autocorrelation function to the curve

Φfit (t) = A1e−t/τ1 + A2e−t/τ2 , (6.20)
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Figure 6.1: Dipole moment autocorrelation of β-Lg-water system (black), protein alone
(green), and solvent alone (blue).

which, when inserted into Equations 6.14 and 6.15, would predict ε in the form of the Debye

dispersion equation, where τ1 and τ2 are the relaxation times of the protein and water.

Fitting the contribution from the solvent to Equation 6.20 gives an accurate prediction for

the relaxation time of water (τ2 = 8.5 ps, measured value is 9.3 ps [117]). The fit is plotted in

Figure 6.2 as a dashed line. It is obvious, however, from both figures, that to fit the protein

contribution accurately the simulation length will need to be much longer to capture the

protein dynamics. The measured relaxation time of β-Lg is ∼ 40 ns (Chapter 4), thus the

simulation length should be several times longer for an accurate fitting to the autocorrelation.

The limitations of the Fourier analysis permittivity prediction method are evident in

this example. First, the simulation lengths must be at least on the order of the relaxation

time of the largest component in the system. At the present time, simulation lengths above

50 ns for systems of this size are very lengthy due to computation speeds. Second, the

dipole moment autocorrelation is noisy and requires large ensemble averages. Consider the

autocorrelation of the solvent in Figure 6.2. It is an average over 31,223 H2O molecules and
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Figure 6.2: (a) Normalized dipole moment autocorrelation for β-Lg-water system (black),
protein alone (green), solvent alone (blue), and solvation shell (red). The protein dipole relax-
ation is on a timescale much longer than that of the water and of the solvation shell. In (b),
system components plotted in (a) are distinguished by color. Solvation shell is defined as all
H2O molecules within 4 Å of the protein. Dashed red line is the exponential fit using Equation
6.20.
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yet is visibly noisy compared to the fit or at least visibly deviates from the two-exponential fit.

Thus, for proteins and large molecules, the Fourier analysis method will likely require several

greater-than-50-ns-length simulations for accurate parameterization. This calls into question

the 5 ns study done by Boresch et al. [212] in which the dipole moment autocorrelation of

Ubiquitin was fit to the exponential function. The relaxation time of ubiquitin is ∼ 12 ns

[222].

Nonetheless, a recent study by Matyushov [223] indicates that the outlook for the

Fourier analysis approach could still be promising. In that study, 100-172 ns CHARMM

simulations on four proteins of molecular weights ranging from 8 to 15 kDa were performed.

Exponential fits to the protein autocorrelation functions of lysozyme and ubiquitin yielded

relaxation times of 14.6 and 4.6 ns, respectively. These are comparable to the measured

relaxation times of ∼ 10− 15 [224] ns and ∼ 12 ns [222].

6.3 Rotation of Proteins in Large DC Electric Fields

An alternative method to calculate protein relaxation by applying electric fields was

explored. This was motivated by the limitations of the Fourier analysis approach and the

possibility of producing a faster and more accurate method to compute protein permittivity.

Two different types of simulations, transient response and steady-state response, were aimed

at the two parameters of interest, the relaxation time τ and the change in permittivity ∆ε.

6.3.1 Transient Response

Transient response simulations are initialized with the protein dipole moment an-

tiparallel to the applied field. As the field is turned on, the dipole vector is tracked as it

rotates, eventually reaching a steady-state (i.e., an equilibrium between fully oriented and

isotropic/fully disoriented) and forming an average angle θ̂ with the applied field. 39 differ-

ent CHARMM simulations of 6 ns length were run with applied electric fields ranging from

105 to 109 V/m. The results from the simulations are displayed in Figure 6.4. At the higher

field strengths the dipole moment aligns quickly with the applied field (< 0.5 ns). At lower

field strengths thermal forces are more influential and impart randomization to the dipole

vector.
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Figure 6.3: Diagram of transient and steady-state response simulations.

The dipole moment vector aligns with the applied field exponentially according to

some relaxation time. This exponential behavior can be seen in the protein dipole moment

alignment simulations in Figure 6.4. The relaxation time was extracted from each waveform

of Figure 6.4 by fitting to an exponential function of the form,

θfit = ke−t/τ + θ̂ (6.21)

where τ is the fitted relaxation time and k is a constant. Results for the fitted transient-

response relaxation times τ are plotted as the open circles in Figure 6.5. The objective is

to relate the fitted relaxation time to the molecular relaxation time of the protein. Because

the fitted relaxation times are not constant over electric field strength, we must extrapolate

towards experimental conditions, i.e., field strengths less than 105 V/m. Two observable

regimes in Figure 6.5 are designated with dashed red lines. At high field stengths the
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Figure 6.4: Simulated angle formed by the dipole moment of β-Lg and the applied electric field
as a function of field strength and simulation time. Dipole moment is initialized antiparallel to
the applied field.

molecule continues to rotate faster with field strength. As the field decreases, the dipole

vector aligns slower with the field until arriving at the relaxation time of the molecule where

it appears to remain constant i.e. it is no longer oriented appreciably by the applied field.

Using this technique, a predicted relaxation time of 20 ns is obtained for β-Lg (measured τ

for β-Lg is ∼ 40 ns).

It’s important that at high fields the transient response fitted relaxation times match

the high-field autocorrelation relaxation times (compare Figures 6.5 and 6.6). The two

techniques give the same result, the transient response method being able to do so using

fewer samples.
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with 6 ns CHARMM simulations.
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Figure 6.7: Simulated angle formed by the dipole moment of β-Lg and the applied electric
field as a function of field strength and simulation time. Dipole moment is initialized parallel
to the applied field.

6.3.2 Steady-State Response

Steady-state simulations are initialized with the protein dipole moment parallel to

the applied field. Again, 39 CHARMM simulations of 6 ns length were run with applied

electric fields ranging from 105 to 109 V/m. Results from these simulations are displayed in

Figure 6.7. At lower field strengths the dipole moment vector has yet to fully explore the

conformational space. Because of this, values for the average alignment with the electric

field 〈cos(θ)〉 produced by the lower field strength simulations depart considerably from

the theory (Equation 2.42) as shown in Figure 6.8. As simulation time increases, the field
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Figure 6.8: Simulated and theoretical alignment of dipole moment with applied electric field.

alignment approaches the prediction of the Langevin equation. A 6 ns simulation length

appears sufficient to obtain averages for field strengths greater than ∼ 107 V/m. At low field

strengths, it is difficult to determine the required simulation lengths from the figure alone.

Section 6.4 will address this.

6.3.3 Discussion

Although 6 ns CHARMM simulations are unable to predict the average dipole align-

ment, the ability to predict the protein relaxation time has clear advantages over the Fourier

analysis approach. First, with the electric field method, the emphasis is placed on multi-

ple short simulations (< 10 ns) instead of lengthy simulations (> 50 ns), and thus can be

obtained more quickly (assuming the ability to run simulations in parallel). Second, the
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Figure 6.9: Distortion of dipole moment of β-Lg under strong electric field strengths. At
very high fields, stretching the bonds takes a few ns to pull and equilibrate them. At low
fields, there is an initial drop due to inadequate initial equilibration of the structure before
field-application.

theory behind the electric field approach is more straightforward than the Fourier analysis

approach. In essence, it is not a shortcut but a brute-force attempt to replicate an exper-

imentally observable phenomenon by simulating the exact conditions within the dielectric

cell when attached to an impedance analyzer. A disadvantage of the approach is that strong

electric fields can distort the protein structure. The applied field causes positively charged

amino acid groups to be pulled in the direction of the field and negatively charged groups

in the opposite direction. When these forces are greater than the forces holding the protein

together, the structure becomes distorted resulting in a larger magnitude dipole moment

(Figure 6.9). This must be considered when using the electric field approach.
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6.4 Probabilistic Analysis

A common problem in probability theory is that of estimating the mean and its

corresponding error of a random process from N samples. For an independent and identically

distributed (IID) random process {Xt; t = 0, 1, . . .}, this problem is simple, where the sample

mean, SN , is equal to the average value of the N samples, and the variance of the sample

mean, σ2
SN

, is equal to σ2
X/N . If Xt is not IID, i.e., the N samples are in some way correlated,

the problem of finding σ2
SN

becomes a bit more complicated (SN is the average value in all

cases). The objective in this section is to first derive σ2
SN

for an exponentially-correlated

stationary random process. In this case the normalized autocorrelation is equal to ρ|i−j|

where 0 ≤ ρ < 1. Larger values of ρ correspond to more correlation between samples and

ρ = 0 is the IID case. After the derivation, the result is applied to the simulated movement

of the dipole moment in molecular dynamics where the random process to be estimated is

the alignment of the dipole vector with the applied field.

6.4.1 Variance of the Sample Mean for Exponentially-Correlated Random Pro-
cesses

Let Xt be an identically distributed, but not necessarily indepedent, stationary ran-

dom process. Let mX and σ2
X be the common mean and variance of the process. Its auto-

correlation function, RX (i− j), is defined by

RX (i− j) = E [XiXj] , (6.22)

and its covariance function, KX (i− j), is defined by

KX (i− j) = E [(Xi − E [Xi]) (Xj − E [Xj])] (6.23)

= RX (i− j)− E [Xi]E [Xj] . (6.24)

If Xt is an exponentially-correlated process, i.e., whose normalized autocorrelation is equal

to ρ|i−j| (or e−
|i−j|
τ ), its autocorrelation is given by
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RX (i− j) = m2
X + σ2

Xρ
|i−j|. (6.25)

The sample mean SN of the process is defined as

SN =
1

N

N−1∑
i=0

Xi. (6.26)

The first and second moments are

E [SN ] =
1

N

N−1∑
i=0

E [Xi] = mX (6.27)

and

E
[
S2
N

]
=

1

N2

N−1∑
i=0

N−1∑
j=0

E [XiXj] (6.28)

=
1

N2

N−1∑
i=0

N−1∑
j=0

RX (i− j) . (6.29)

Plugging in RX (i− j) for an exponentially-correlated process, (Equation 6.25), E [S2
N ] be-

comes

E
[
S2
N

]
=

1

N2

N−1∑
i=0

N−1∑
j=0

(
m2
X + σ2

Xρ
|i−j|) (6.30)

= m2
X +

σ2
X

N2

N−1∑
i=0

N−1∑
j=0

ρ|i−j| (6.31)

= m2
X +

σ2
X

N2

[
N−1∑
i=0

1 +
N−2∑
i=0

ρ−i
N−1∑
j=i+1

ρj +
N−1∑
i=1

ρi
i−1∑
j=0

ρ−j

]
(6.32)

= m2
X +

σ2
X

N
+

2σ2
Xρ

N2 (1− ρ)

[
(N − 1)−

(
ρ− ρN

1− ρ

)]
. (6.33)

For large N , the approximation N − 1 ≈ N reduces the expression to

E
[
S2
N

]
≈ m2

X +
σ2
X

N

(
1 + ρ

1− ρ

)
− 2σ2

Xρ
2

N2 (1− ρ)2

[
1− ρN−1

]
. (6.34)

Again, because N is large, the term with 1/N2 is negligible and E [S2
N ] reduces to
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E
[
S2
N

]
≈ m2

X +
σ2
X

N

(
1 + ρ

1− ρ

)
(6.35)

and the variance of the sample mean is thus

σ2
SN

= E
[
S2
N

]
− E [SN ]2 (6.36)

≈ σ2
X

N

(
1 + ρ

1− ρ

)
(6.37)

=
σ2
X

N

[
1 + e(−

1
τ )

1− e(−
1
τ )

]
forN � 0. (6.38)

In the IID case (ρ = 0 and τ = 0)

σ2
SN

=
σ2
X

N
. (6.39)

Another important case is when N is large, τ is large, and N � τ (long simulations

of large molecules). Using the Taylor series approximation ex ≈ 1 + x for small x, Equation

6.38 simplifies to

σ2
SN
≈ σ2

X

N

[
1 +

(
1− 1

τ

)
1−

(
1− 1

τ

)] (6.40)

=
σ2
X

N

[
2− 1

τ
1
τ

]
(6.41)

=
2τ

N
σ2
X forN � τ � 0. (6.42)

The negative effect of the exponential correlation is observed by comparing Equations 6.39

and 6.42. Only after 2τ samples are taken is a sample considered independent from the

previous. For example, a random process with τ = 40 ns (β−Lg) requires a simulation

length of N = 160 ns to reduce the variance of the sample mean to just one half of the

variance of the underlying distribution. The next sections will address the implications of

this.
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6.4.2 Markov Chain Monte Carlo Simulations

Electric field simulations in CHARMM produce time realizations of the Markov pro-

cess {Θt; t = 0, 1, . . .}, where Θt is the angle formed by the dipole vector and the applied

field. To verify that this process is indeed exponentially correlated, Monte Carlo simulations

were carried out in MATLAB.

The simulations were initialized with the dipole vector in the negative x direction.

To model Brownian motion, at each simulation step the dipole vector was incremented by a

realization (using a random number generator) of a three-dimensional Gaussian distribution.

To model the influence of an electric field, the Gaussian distribution was given a non-zero

mean in the positive x direction. In the case of no electric field, the Gaussian distribution was

zero mean. Figure 6.10 shows trajectories and sample autocorrelations for three different field

strengths. The autocorrelations conform closely to an exponential function, which justifies

the usage of Equations 6.38 and 6.42 for their analysis.

Another goal of the Monte Carlo simulations was to obtain a relationship between the

mean and variance at all possible field strengths. To accomplish this, simulations of length

N = 107 were run over a wide range of field strengths. A histogram was taken of the resulting

trajectory projected onto the x-axis to estimate the probability density function (PDF). The

PDF estimates are shown in Figure 6.11 and their means and standard deviations are plotted

against each other in Figure 6.12. As an accuracy check, analytical solutions for mΘ and σ2
Θ

can be obtained in the zero electric field case. The PDF for Θ, fΘ (θ), is computed from the

joint distribution, fΘ,Φ (θ, φ), defined as

fΘ,Φ (θ, φ) =
1

4π
sin θ for 0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π (6.43)

using a spherical coordinate system. The marginal PDF is found by integrating the joint

PDF over all possible values of Φ. This yields

fΘ (θ) =

∫ 2π

φ=0

fΘ,Φ (θ, φ) dφ (6.44)

=
1

2
sin θ. (6.45)
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Figure 6.10: Simulated dipole moment trajectory and autocorrelation for three field strengths.
Trajectories (left side) display the path of the dipole moment over the first 4, 000 samples.
Sample autocorrelations (right side) were computed for N = 107.
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Figure 6.11: Estimated PDFs of dipole vector angle with the applied field for various field
strengths (N = 107).
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Table 6.1: Simulation details for β-Lg electric field simulations in CHARMM.

Field Strength τ̂ σ̂Θ Realizations of SN (N = 6 ns) σSN
(N = 6 ns) N for σSN

= 0.1

[V/m] [ns] [degrees] [degrees] [degrees] [ns]

109 0.04 0.5 0.96 / 1.22 / 1.00 0.06 2

4.64 · 108 0.08 1.5 2.98 / 1.76 / 1.69 0.25 36

2.15 · 108 0.2 2 5.13 / 3.35 / 3.70 0.52 160

108 0.7 3 5.91 / 5.47 / 5.36 1.45 1,260

107 10 20 19.9 / 17.9 / 32.5 36.5 800,000

106 35 30 39.0 / 34.2 / 58.7 102.4 6,300,000

105 40 39 47.4 / 43.1 / 61.1 142.4 12,000,000

The mean and standard deviation of Θ are found through the equations

E [Θ] =

∫ π

θ=0

1

2
sin θ (θ) dθ (6.46)

=
π

2
(90◦) (6.47)

and

std (Θ) =
√

var (Θ) (6.48)

=

√∫ π

θ=0

1

2
sin θ (θ − E [Θ])2 dθ (6.49)

=

√
π2

4
− 2 (39.2◦) . (6.50)

The simulated solutions converge to the analytical solution in the zero electric field case as

plotted in Figures 6.11 and 6.12.

6.4.3 Accuracy of CHARMM Electric Field Simulations

Due to the exponentially-correlated nature of the random process Θt, it is possible to

determine the accuracy of sample means computed on its distribution. Table 6.1 lists σSN

values for the 6 ns CHARMM simulations (penultimate column). Also, the required values

of N to achieve σSN = 0.1 degrees are listed in the far right column. In the zero field case

up to fields of 105 V/m, the required simulation length to achieve σSN = 0.1 accuracy is 12

ms. This number is astronomical in actual time (about 9,000 years on marylou6.byu.edu!).
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As field strength increases, the required simulation length decreases. For a field of 109 V/m,

the required simulation length to achieve σSN = 0.1 accuracy is 2 ns. This can be performed

on marylou6.byu.edu in less than a week of actual time, which is much more practical.

In summary, electric field approaches reduce dipole moment correlation and allow

high-field relaxation parameters to be computed in short simulation times. By themselves,

the high-field parameters are not directly useful for comparison to experimental data (unless

of course one is performing high-field dielectric spectroscopy [74]). Their usefulness is for

extrapolating toward low-field conditions where relaxation parameters correspond to those

measured experimentally and yet are impractical to simulate directly (as shown in Figures

6.5, 6.8, and Table 6.1). Future work will extend this technique to amino acids and other

small molecules where it can be further validated.

6.5 Use of Molecular Dynamics to Improve Structure-Based Predictions of
Dipole Moment

Analysis of protein structures obtained through X-ray crystallography is complicated

by possible structural differences between frozen protein crystal and dissolved liquid states

[225]. Additionally, the influence of temperature and ionic strength on the protein struc-

ture may not be negligible. Therefore, molecular dynamics simulations in CHARMM were

employed to equilibrate structures in aqueous solution.

Molecular dynamics simulations were performed by placing a water cube with side

lengths of 10 nm around the molecule using default side chain charges (corresponding to the

model pKa at pH 7), deleting overlapping solvent molecules, and heating the system to 25

◦C. Before heating, energy minimizations were performed to remove bad contacts between

atoms which could pose problems during the heating phase. The heating phase consisted of

3 ps of linear heating from -275 ◦C to 25 ◦C, followed by an equilibration phase lasting 5 ns

at constant pressure and temperature. After heating and equilibration, the resulting protein

structure was extracted for charge moment calculation using pKas calculated from the H++

server.

Figure 6.13 shows computed and measured values of µ for refined and unrefined β-Lg

structures. In this case, use of the refined PDB model improved agreement with theory
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Figure 6.13: Measured and calculated dipole moments of refined (�) and unrefined (�) β-Lg
structures at various pH. Both structures were calculated using an εlow of 6. Use of the refined
PDB model improved agreement with the measurements by ∼2%.

by ∼2%. This improvement emphasizes the important role molecular dynamics simulations

could play in developing accurate electrostatic models of proteins from PDB models. Ad-

ditionally, molecular dynamics of the PDB model reduced differences between theory and

measurements at nearly all pH considered. Note that it is possible the improved agreement

is because the refined structure achieved via molecular dynamics simply represents a better

average structure, and that the improvement has nothing to do with molecular dynamics

itself. Further molecular dynamics relaxations of the structure with pH-appropriate titration

states could be tested for additional agreement of calculations with measurements; however,

this was not done in this work.
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Chapter 7

Dielectric Spectroscopy of Molecular Interactions

Molecular interactions in liquid are the driving mechanisms behind biological pro-

cesses. When proteins bind to each other or another substrate, it is likely that their confor-

mation and their electromagnetic properties will change. This is the basis of many studies

using fluorescence anisotropy [226] or circular dichroism [227]. The physical changes associ-

ated with molecular interactions can be subtle and difficult to detect. For example, in drug

development, to achieve high binding affinities and selectivities, drugs are conceptualized

with shapes that are highly complementary to the protein receptor [228, 229]. In many cases

binding is internalized in the receptor protein [230], leaving its overall shape roughly the

same.

This chapter examines several well-known systems using the concepts developed in

the previous six chapters. One major motivation behind sensing molecular interactions is to

detect the introduction of a biological species, whether pathogenic or not. Experiments of the

avidin-biotin complex demonstrate how dielectric spectroscopy can detect the introduction

of a small molecule which binds internally to a much larger molecule. Next, pH-dependent

binding experiments between hen lysozyme and β-Lg and hen lysozyme and bovine serum

albumin are carried out. These experiments investigate the use of dielectric spectroscopy for

studying protein aggregation. As some of the required proteins are quite expensive, a new

low-volume dielectric cells (60 µl) is presented.

7.1 Avidin-Biotin: Protein-Ligand Interaction

The avidin-biotin binding reaction is used heavily in molecular biology because it

is well understood and has a high binding constant (Ka ≈ 1015 M−1 [231]). Additionally,

the three-dimensional structures of the protein, ligand, and complex have been solved (Fig-
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Figure 7.1: Structure of dimeric avidin-biotin complex from x-ray diffraction [18], drawn
using VMD [6]. Biotin is represented by the orange ball-and-stick model.

ure 7.1). Differences in the physical characteristics of free avidin and biotin-bound avidin,

although small, have been successfully detected using other biophysical techniques. Using

flourescence spectroscopy peak fluorescent wavelengths were 338 nm for avidin and 328 nm

for the avidin-biotin complex [232].

Here, we find that relaxation frequencies of the protein and bound complex are within

the measurable bandwidth, allowing extraction of relaxation parameters before and after

binding events. First, binding of avidin with biotin is demonstrated then general protein

binding between avidin and biotin-labeled bovine serum albumin is performed.

7.1.1 Acrylic Low-Volume Dielectric Cell

Because the proteins being investigated are the most expensive component for the

measurements, it was desired that the interrogated volume of the cell be small. The cell

size was reduced considerably by machining the cavity in a single piece of acrylic with

dimensions of 18 mm × 12 mm × 9 mm. A schematic and photograph of the cell attached
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Figure 7.2: (a) Photograph and (b) schematic of dielectric cell (dimensions in mm). The
interrogated volume is 60 µl. Liquids are added and removed using microcapillary tubes.

to the impedance analyzer are found in Figure 7.2. The electrodes were connected via wires

to the terminals of a 16047E test fixture mounted on the Agilent 4294A Precision Impedance

Analyzer.

1/8” round stainless steel (Grade 304) was used for the electrodes. Each were cut

with edges slightly tapered on an end mill to ease the insertion into the acrylic. The electrode

faces were ground with 600, 800, and 1200 grit silicon carbide abrasive discs in a Spectrum

System 2000 (LECO Corp.). The electrodes were then press-fit into the acrylic.

7.1.2 Experimental Protocol

Avidin (A9275) and biotin (B4501) lyophilized powders were obtained from Sigma

and used without further purification. The proteins were reconstituted in 0.1 mM HCl and

stored in microcentrifuge tubes at concentrations of 20 mg/ml and 5 mg/ml, respectively.

They were then refrigerated until used.
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Figure 7.3: (a) Raw and (b) fitted normalized permittivity of avidin before and after binding
with biotin. After the first biotin addition, the binding sites of avidin become saturated (red
line). The second biotin addition does not significantly affect the observed relaxation (cyan
line, barely visible behind red).

The inital concentration of avidin was raised to 3 mg/ml. While continuously record-

ing sweeps, two additions of 2 µl of the biotin solution were made spaced 10 minutes apart.

The concentration of biotin was such that, after the first addition, the number of biotin

molecules exceeded the number of available avidin binding sites. The approximate molari-

ties were 200 µM avidin monomer and 700 µM biotin.
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Figure 7.4: (a) Raw and (b) fitted normalized permittivity of avidin before and after two
additions of buffer solution.

7.1.3 Results and Discussion

Figures 7.3 and 7.4 show the results of the avidin-biotin binding experiment. In Figure

7.3, the three curves denote the solution permittivity with (1) avidin only, (2) avidin + 1

biotin addition, and (3) avidin + 2 biotin additions. When biotin was first added, the change

in permittivity ∆ε of the dominant relaxation decreased, and the relaxation time τ appeared

to remain constant. This reflects the change in dipole moment before and after each avidin

molecule binds two biotin. The biotin mass is small and the binding is internal (inside the

avidin β-barrels), thus the hydrodynamic radius and consequently τ would not be expected
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to change substantially. When the second biotin addition is made, the permittivity spectrum

remains relatively unchanged. This indicates the number of bound molecules remains the

same; only the number of free biotin increases. The high binding affinity between the two

molecules ensures that after the first biotin addition a very high percentage of binding sites

are occupied. Because the relaxation of biotin occurs above 110 MHz, any permittivity

contributions from free biotin would be absorbed by normalized permittivity.

In Figure 7.4 this experiment was repeated with the only difference being that the

biotin solution was replaced with a buffer solution containing only 0.1 mM HCl. This was

done to confirm that the perceived reaction between avidin and biotin was not simply due

to an increase in solution volume. The differences between permittivity spectra when buffer

solution is added are small and are apparently due only to dilution of the protein.

The observed shift in dielectric properties of bound and unbound avidin is remarkable

considering the small physical changes the molecule undergoes. Avidin is dimeric at low

concentrations in solution [233], and the binding of each avidin dimer (M ≈ 30 kDa) to two

biotin molecules (M ≈ 0.5 kDa) is accompanied by an increase in mass of less than 2%.

The previously unmeasured dipole moment of avidin alone was ∼ 599 Debye (D). The dipole

moment of biotin-bound avidin was somewhat smaller, ∼ 591 D. Two possible mechanisms

for this decrease are dipole vector cancellation of the added biotin molecules, and structural

adjustments of the dimer that accompany binding.

The theoretical approach described in Chapter 5 was used to calculate µ and a

minimum-volume enclosing ellipsoid algorithm was used to estimate axis lengths and the

equivalent volume spherical radius, acalc (described in Appendix B). The results of these

computations are displayed in Figure 7.5 and in Table 7.1 alongside corresponding dielectric

spectroscopy measurements. The measurement error ranges represent 95% confidence inter-

vals derived from experimental and fitting errors. The agreement between measurements

and calculations is quite good. The discrepancies in a may be due to the non-spherical

shape of avidin. Dimeric molecules typically rotate about the shorter axis of rotation [113];

acalc is more indicative of the longer axis of avidin, and ameas the shorter. When the two

biotin molecules were included in the calculations for µcalc and acalc, they remained nearly

unchanged. It is plausible that avidin flexes and tightens around biotin [234], which, if true,
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Table 7.1: Measured and calculated dipole moment µ and hydrodynamic radius a of avidin
and biotin-bound avidin.

Avidin Avidin + Biotin

µmeas [D] 599± 8 591± 9
µcalc [D] 632a 630b

ameas [Å] 19.4± 0.1 19.0± 0.2
acalc [Å] 20.9a 20.9b

r1 [Å] 15.7a 15.7b

r2 [Å] 22.9a 22.9b

r3 [Å] 25.3a 25.3b

Measurement error ranges represent 95% confidence intervals. acalc, r1, r2, and r3 are defined in Equations
B.7-B.10. aCalculated using PDB 2avi with biotin removed at pH 7. bCalculated using PDB 2avi with
biotin included at pH 7.

Table 7.2: Measured and calculated hydrodynamic radius a of avidin and biotin-bound
avidin using refined PDB structures.

Avidin Avidin + Biotin

ameas [Å] 19.4± 0.1 19.0± 0.2
acalc [Å] 20.6± 0.4a 19.8± 0.5b

r1 [Å] 15.6± 1.0a 15.1± 0.8b

r2 [Å] 20.6± 2.6a 20.1± 2.0b

r3 [Å] 27.2± 3.6a 25.8± 3.0b

Error ranges represent 95% confidence intervals. Values for acalc, r1, r2, and r3 were extracted from the
last 8 ns of 10 ns molecular dynamics simulations. aCalculated using PDB 2avi with biotin removed.
bCalculated using PDB 2avi with biotin included.

would explain why µmeas decreases by an amount larger than the predicted amount of 2 D.

This would also be consistent with the small observed decrease in measured hydrodynamic

radius with the addition of biotin.
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Figure 7.5: Calculated partial charges and dipole moment of avidin dimer (PDB 2avi) at pH
7. Positive charges are displayed as + and negative charges are displayed as circles, where size
is proportional to strength.

7.1.4 Structure Refinement Using Molecular Dynamics Simulations

Molecular dynamics simulations were employed to examine the change in radius from

the free to the biotin-bound state of avidin. Figures 7.6 and 7.7 show calculated ellipsoid radii

r1, r2, r3, and the equivalent volume sphere radius acalc for two different 10 ns simulation runs

(Appendix B). The first simulation consisted of a water cube surrounding an avidin-biotin

complex. The second was a water cube surrounding free avidin (biotin molecules were deleted

prior to solvation). Because both simulations used the same PDB file (2avi), their structures
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Figure 7.6: Ellipsoid radii r1, r2, and r3 for a 10 ns molecular dynamics simulation of avidin
and biotin-bound avidin using PDB 2avi.

are identical at the beginning of the run. The overall molecular volume was indeed smaller

with the addition of biotin, confirming the measurement. This can be observed by examining

acalc after 2 ns of simulation time, by which time the system is roughly equilibrated. The

difference in acalc between the two simulations was 0.8 Å (Table 7.2), which was even larger

than the measured difference of 0.4 Å. This is reconciled by simulated differences amongst

r1, r2, and r3, which do not decrease by proportionate amounts. In fact, the smallest radius

of the ellipsoid is very similar between the two simulations. Because the dipole moment

vector is partially aligned with the shortest of the three axes, we expect a change in radius

smaller than the simulated 0.8 Å.
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Figure 7.7: Calculated radius acalc for a 10 ns molecular dynamics simulation of avidin and
biotin-bound avidin using PDB 2avi.

7.2 Avidin-bBSA: Protein-Protein Interaction

Covalently attaching biotin to a protein, referred to as biotinylation, is a technique

used in many areas of biotechnology. One purpose of biotinylation is to form structures

that bind strongly to avidin. Dielectric spectroscopy experiments were conducted on biotin-

labeled bovine serum albumin (bBSA) and avidin in the 60 µl cell to analyze the binding

interaction between them.

7.2.1 Experimental Protocol

bBSA (A8549) lyophilized powder was obtained from Sigma and used without further

purification. Avidin and bBSA were reconstituted in 0.1 mM HCl and stored in microcen-

trifuge tubes at concentrations of 20 mg/ml and 20 mg/ml, respectively. They were then

refrigerated until used.
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Figure 7.8: Normalized permittivity of (a,b) avidin + bBSA and (c,d) bBSA + avidin inter-
actions. The electrode polarization contribution was subtracted from the permittivity spectra
using a least-squares fitting of Equation 4.10. Plots in (b,d) clearly show that when the second
protein is added, the proteins bind and the original relaxation falls off considerably.

For assessment of the reaction of avidin with bBSA, the cell was initially filled with

60 µl of 0.1 mM HCl buffer. 3 µl were withdrawn from the cell and replaced with 3 µl of

the avidin solution twice. Then, bBSA was added by withdrawing 2 µl from the cell and

replacing with 2 µl of the bBSA solution three times. After the cell was rinsed with ethanol

and DI water and dried, the procedure was repeated starting with bBSA, followed by avidin.
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7.2.2 Results and Discussion

Figure 7.8 shows the avidin-bBSA binding spectra run first with avidin, followed

by bBSA (Figure 7.8a,b), then bBSA followed by avidin (Figure 7.8c,d). The aggregation

of the protein is clearly visible. The first protein has a distinct relaxation that increases

when the protein concentration is doubled. When the second protein is added, the original

relaxation decreases in magnitude and eventually is overtaken by a larger relaxation at a

lower frequency. Because the reaction occurs so quickly, it is not easily resolved in time

because the diffusion of the molecules occurs on the order of minutes, even with mixing.

The data was parameterized using a least-squares fitting of Equation 4.10 for each

frequency sweep. Fitted parameters ∆ε and τ are shown in Figure 7.9. Because Equation

4.10 assumes a single solute molecule, a bimodal or trimodal should be used when the

complement protein is added (doing so gives a parameter fitting that lacks robustness).

However we used the single relaxation model to capture the general trend of the largest

relaxation. In both experiments, the relaxation time τ increased to a value between 20 and 40

ns when the first protein was added and remained relatively constant when the concentration

of the first protein increased. When the second protein was added, τ increased and eventually

moved outside the available frequency window of our apparatus. Thus the general size of the

avidin-bBSA aggregate is inaccessible through dielectric spectroscopy, except that it must

have a relaxation time of at least 150 ns and an an effective hydrodynamic radius of ≥ 38 Å.

Dynamic light scattering (90 Plus particle sizer, Brookhaven Instrument Corp.) mea-

surements were performed at 25 ◦C on the resulting avidin-bBSA solution to resolve the size

of the aggregate. The mean particle diameter in the solution was 2.6 kÅ and the half-height

width of the distribution was 1.3 kÅ when fitting to a lognormal distribution. This reveals

a very broad range of large sizes for avidin-bBSA aggregates, and confirms the interaction

probed by dielectric spectroscopy. The mean particle diameter for only avidin or bBSA was

below the range of the instrument (< 5 nm).

7.3 Quantitation of pH-Induced Aggregation in Binary Protein Mixtures

Protein self-assembly and aggregation are active research topics that receive signif-

icant attention [235]. Much of the attention is focused on the study of diseases involving
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Figure 7.9: (a) Change in permittivity ∆ε and (b) relaxation time τ resulting from least-
squares fittings of avidin-bBSA interaction using Equation 4.10. Red solid line corresponds to
experiment where bBSA is added first followed by avidin and black solid line corresponds to
experiment where avidin is added first followed by bBSA. Dotted lines indicate the time points
corresponding to protein additions. Protein binding is evident in the lower plot at the time
traces where the relaxation times increase beyond 150 ns, where a relaxation time of 150 ns
corresponds to a molecular radius of ∼ 38 Å (Equation 4.5).
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amyloid formation, such as Alzheimer’s and Parkinson’s diseases [43, 44], in which protein

aggregation is viewed as a serious, difficult-to-reverse problem. Conversely, research into ben-

efits from protein aggregation is underway in the material sciences [236] and food industry

[237]. Proteins can be treated as nanoscale building blocks which, under certain conditions,

are capable of assembly into large ordered structures on the nanometer scale [238].

One of the more common approaches to detect aggregation in liquids involves an

optical turbidity measurement, which describes the opacity (or fogginess) of a liquid by

quantifying the attenuation of light passing through it. Turbidity is a simple, low resolution

method where the signal is related to the density of aggregates. The downside of turbidity is

that it is difficult to make deductions about the physical characteristics of the aggregates or

the percentage of total protein molecules involved. Other biophysical techniques probe the

formation of aggregates by measuring a signal related to molecular shape, size, or conforma-

tion, as determined through various microscopy [239, 240, 241], spectroscopy [242, 243, 244],

or light scattering methods [245, 246]. Whether for monitoring amyloid growth or evalu-

ating the quality of biopharmaceuticals [247], the task of detecting and measuring protein

aggregation continues to be challenging, which in turn has fueled the recent development of

a variety of new measurement techniques [248, 249, 250].

The purpose of this section is to demonstrate the application of dielectric spectroscopy

to the problem of protein aggregation detection and characterization. Dielectric relaxations

of dissolved biomolecules are strongly influenced by molecular shape and size and are thus

sensitive to dramatic conformational changes like those stemming from self-assembly. In-

teractions between the proteins β-Lg and hen-lysozyme (HENL) and between the proteins

bovine serum albumin (BSA) and HENL are examined in this section. Because of their his-

torical use in biophysical studies, many of the basic charge properties of these proteins have

previously been studied (Table 7.3). In solution, HENL reportedly aggregates with β-Lg

between pH 4-11 [22] and with BSA between pH 7.5-10.5 [239], approximately. Interactions

between these proteins can thus be triggered or suppressed by manipulating the solution pH

as will be demonstrated here.
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Table 7.3: Molecular weights (MW ), isoelectric points (pI), and measured dipole moments
(µ) of the proteins HENL, β-Lg, and BSA.

HENL β-Lg BSA

MW [kDa] 14.3
18.4 (monomer)

66.5
36.8 (dimer)

pI 11.2a 5.1b 5.1c

µ [D]

{ pH 2.5 — 550f —
pH 6.5 210d, 270e 800f 220g

pH 9 — 750f —
a[251], b[172], c[252], d[224], e[98], f [113], g[253]

7.3.1 Protein Preparation

Lyophilized protein powders of HENL (L6876), β-Lg (L3908), and BSA (A3059)

were purchased from Sigma-Aldrich and used without further purification. Each powder

was dissolved in DI water at a concentration of 10 mg/ml and stored in microcentrifuge

tubes and refrigerated until used in experiments. Protein concentrations were verified using

a NanoDrop ND-1000 Spectrophotometer at a wavelength of 280 nm.

7.3.2 Dielectric Cell Calibration and Measurement

Measurements were made in a 60 µl parallel-plate dielectric cell connected to an Ag-

ilent 4294A impedance analyzer through an 16047E test fixture as described in the previous

section. For each set of measurements, the cell was linearly calibrated using air-water ca-

pacitance measurements to establish the cell constant and parasitic capacitance in order

to calculate εM [254]. The measurement cell was filled with DI water when not in use to

avoid delamination of the polymer coating from the stainless steel [87]. Measurements were

performed at room temperature.

7.3.3 Turbidity Measurements

A turbidity value, T , was calculated from an absorbance measurement using the

formula T = 2.3A600/l, where A600 is the absorbance measured at 600 nm and l is the

path length [239]. Turbidity was measured using a Thermo Fisher Scientific Genesys 20

Spectrophotometer 15 minutes after the proteins were mixed.
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7.3.4 Experimental Protocol

Two experiments were performed to demonstrate the pH-dependent binding prop-

erties of the protein mixtures. The first experiment established binding between β-Lg and

HENL by adding ∼ 1 mg/ml of HENL into a solution already containing ∼ 3 mg/ml of β-Lg.

This was done in DI water and repeated in a 5 mM HCl solution. The second experiment

demonstrated binding between BSA and HENL by adding ∼ 1 mg/ml of HENL into a solu-

tion already containing ∼ 3 mg/ml of BSA. This was done in DI water and repeated in a 1

mM NaOH solution. The pH of each protein solution was measured using a 3 mm diameter

pH electrode (Accumet MicroProbe) connected to a pH and conductivity meter (Oakton PC

510). Solutions were added and removed from the measurement cell using pipettors.

7.3.5 Interpretation of Permittivity Measurements

The increase in the permittivity spectra associated with the tumbling motion of the

protein, the β-relaxation, is directly proportional to the concentration of protein molecules,

cfree, responding to the applied alternating electric field [47]. This can be expressed mathe-

matically by a modification of the Cole-Cole equation,

εS = ε∞ +
δcfree

1 + (jωτ)1−α . (7.1)

The Cole-Cole equation is typically expressed with ∆ε in the numerator (Equation 2.60),

thus, usage of Equation 7.1 assumes cfree is sufficiently small so that protein-protein effects

are negligible at low protein concentrations [255, 224].

The low-frequency permittivity of a low-concentration binary protein mixture has

dielectric contributions from both proteins as well as the contribution from any aggregate

structures. This is given by

εS = ε∞ +
δ1c1,free

1 + (jωτ1)1−α1
+

δ2c2,free

1 + (jωτ2)1−α2
+

δAcA

1 + (jωτA)1−αA (7.2)

where subscripts 1, 2, and A correspond to the first protein, second protein, and aggregate

structures, respectively. The total number of parameters can be reduced by narrowing the
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Figure 7.10: Normalized permittivity (εM − ε∞) for the β-Lg/HENL experiment performed
in DI water (A-C) and repeated in 5 mM HCl (D-F). (A) Cell initially filled with 60 µl of DI
water. (B) 18 µl β-Lg addition. (C) 6 µl HENL addition. (D) Cell evacuated and filled with
60 µl of 5 mM HCl. (E) 18 µl β-Lg addition. (F) 6 µl HENL addition. The solid red line is
the normalized permittivity at 3 MHz.

frequency range and exploiting the fact that τA is generally much larger than τ1 and τ2.

For spheres of radius r, τ ∝ r3 and therefore large aggregates will have significantly shifted

relaxation times [62]. Thus we expect τA for microspheres [118] to be much larger than

the individual proteins. Employing this assumption, Equation 7.2 can be expressed as a

single-frequency permittivity (at ω0) by

εS (ω0) ≈ ε∞ + δ1c1,free + δ2c2,free for
1

τA
� ω0 <

1

τ1

,
1

τ2

. (7.3)

Because δ1 and δ2 are constants, single-frequency permittivity measurements can be used to

approximate the unbound protein concentrations in solution. Under these conditions, when

εS (ω0) = ε∞ in Equation 7.3, both c1,free and c2,free must be zero. Likewise, cA must be

zero if εS is equal to the sum of the dielectric contributions of the individual proteins when

isolated in solution.

7.4 Results and Discussion

Normalized permittivity (εM − ε∞) measurements, which fix ε∞ to the value of εM at

110 MHz, for the β-Lg/HENL and BSA/HENL experiments are plotted in Figures 7.10 and

135



www.manaraa.com

6

7

8
5 10 15 20 25 30 35 40 45 50 55

0

0.5

1

1.5

2

2.5

Time [min]

Frequency
 [log

10
(Hz)]

N
or

m
al

iz
ed

 P
er

m
itt

iv
ity

 (
 ε

M
 −

 ε
∞

 )

Calibration
 PointCalibration

 Point

G

H

I

K

L

J

Figure 7.11: Normalized permittivity (εM − ε∞) for the BSA/HENL experiment performed
in DI water (G-I) and repeated in 1 mM NaOH (J-L). (G) Cell initially filled with 60 µl of DI
water. (H) 18 µl BSA addition. (I) 6 µl HENL addition. (J) Cell evacuated and filled with 60
µl of 1 mM NaOH. (K) 18 µl BSA addition. (L) 6 µl HENL addition. The solid red line is the
normalized permittivity at 3 MHz.

7.11. Experimental steps are labeled in the figures with alphabetical letters for convenience.

At step B, β-Lg is added into DI water and the protein’s large β-relaxation is visible. At step

C, HENL is added which causes the total dielectric increment to decrease. This procedure

is repeated in 5 mM HCl at steps E and F. The β-relaxation is much larger at step B than

at step E because the dipole moment of β-Lg decreases at low pH [113]. In the β-Lg/HENL

experiment, it is visually evident that the proteins interact very differently depending on

the solution pH (if not, steps A-C would be identical to steps D-F). In DI water the total

dielectric increment decreases when HENL is added to β-Lg (step B to C) yet increases if

the same proteins are in 5 mM HCl (step E to F). From this we deduce that a portion of free

β-Lg molecules (c1,free) must become aggregated β-Lg/HENL (cA) at step C, and very little

free β-Lg become aggregated at step F, i.e., β-Lg and HENL aggregate in DI water but do

not in 5 mM HCl. In the BSA/HENL experiment (steps G to L) it is also apparent that the

proteins interact differently at different pH. BSA, in contrast to β-Lg, does not aggregate

with HENL in DI water (increase in permittivity from step H to I) but does aggregate in

the 1 mM NaOH solution (decrease in permittivity from step K to L at frequencies where

electrode polarization is negligible).
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Figure 7.12: Normalized permittivity at 3 MHz for the β-Lg/HENL and BSA/HENL exper-
iments (compare to Figures 7.10 and 7.11).

A lower bound on the percentage of c1,free that convert into cA when the second

protein is added can be calculated from single-frequency normalized permittivity values from

the spectra in Figures 7.10 and 7.11. This is only possible under the assumptions that the

frequency used is (1) much higher than the relaxation frequency of the aggregate structures,

i.e., ω � 1/τA, and (2) above the onset frequency of electrode polarization effects. At 3

MHz both assumptions are appropriate, the former assumption being supported by Debye’s

equation which relates the relaxation time constant to the molecular size by τ ∝ r3 [62].

Thus, we expect the tumbling time-constant of the aggregates to be orders of magnitude

larger than for the individual molecules. Figure 7.12 shows the normalized permittivity at 3

MHz from the data in Figures 7.10 and 7.11. In the two cases where aggregation prominently

occurs (denoted with arrows), corresponding drops in normalized permittivity to ∼ 16% and

∼ 43% of their original values were recorded for β-Lg/HENL and BSA/HENL, respectively.

Therefore, by Equation 7.3, the percentage of proteins involved in aggregation must be

greater than ∼ 83% for β-Lg and greater than ∼ 48% for BSA (values calculated accounting
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Figure 7.13: Normalized permittivity of 1 mg/ml HENL in different solutions and subtracted
spectra from Figures 7.10 and 7.11.

for protein dilution). After the permittivity decreases at steps C and L, the permittivity

values represent a combination of the remaining free protein contributions c1,free and c2,free.

In the ideal case, a least-squares fitting of the permittivity measurements to Equation 7.2

could parameterize c1,free and c2,free. However, such a large number of parameters to be fitted

and significant overlap of the relaxation curves makes this very difficult, particularly in the

case when HENL is involved because its dielectric relaxation is notably broad (Reference

[224] and Figure 7.13).

Permittivity contributions of 1 mg/ml HENL in different pH solutions are shown in

Figure 7.13. The protein signal is clearest in DI water due to smaller electrode polarization

effects and larger dielectric increment. A comparison of this signal (blue solid line) to the

transition from step H to I (blue dashed line) indicates that the full contribution of the

added HENL to the protein’s β-relaxation does not occur. This suggests that a portion

of the added HENL are still aggregating even though the normalized permittivity does not

decrease from step H to I. That these β-Lg/HENL aggregates at pH 6.2 were not detected
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DI Water       β-Lg/HENL    BSA/HENL    BSA/HENL   β-Lg/HENL    2% Milk 

                        pH 2.6          pH 6.2           pH 9.2          pH 6.0                  

Turbidity  
               0                   0                   0                1.04             1.99             2.28                     

Figure 7.14: Photograph of protein solutions alongside some reference liquids. For comparison
to Figures 7.10 and 7.11, the middle four solutions correspond to steps F, I, L, and C (from
left to right). Turbidity was measured at 600 nm and is in units of cm−1. Note that 2% milk
refers to milk with approximately 2% fat content (BYU Creamery).

by turbidity (Reference [239] and Figure 7.14) nor optical microscopy [239] is probably due

to their size being below the threshold of both absorbance measurements at a wavelength

of 600 nm and optical microscopy measurements (∼ 250 nm). A comparison of 1 mg/ml

HENL in 5 mM HCl (green solid line) to the transition from step E to F (green dashed line)

shows the additive nature of permittivity in the absence of interaction. Differences between

these lines can be attributed to differences in electrode polarization which is significant in 5

mM HCl. By taking the 3 MHz normalized permittivity values of HENL isolated in solution

and using the technique detailed in the previous paragraph, involvment of HENL must be

greater than ∼ 42% in the β-Lg aggregation process at pH 6.0.

The deductions made using the permittivity measurements were confirmed with tur-

bidity measurements. A photograph of the resulting protein mixures is shown in Figure

7.14 with measured pH and turbidity. Reference solutions of DI water and 2% milk (BYU
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Creamery) were also included for comparison. The other four solutions correspond to steps

F, I, L, and C (from left to right). Turbidity values of the L and C solutions are consistent

with the two cases where decreases in permittivity measurements indicated aggregation. The

turbidity of step C has a turbidity value approximately twice that of step L, which is qual-

itatively consistent with the larger percentage of proteins involved in aggregation for β-Lg

compared to BSA.

Dielectric spectroscopy produces a measurement that is proportional to the free pro-

tein concentration and can be used to complement other approaches that are sensitive to the

aggregates themselves. The downsides of using dielectric spectroscopy are the inherent limits

in solution conductivity due to electrode polarization and peptide concentrations which, for

average dipole moments, must be on the order of mg/ml. Dielectric spectroscopy also boasts

incredible time-resolution between measurements, on the order of 10 frequency sweeps per

second. While measurements such as turbidity can be easier to interpret, dielectric spec-

troscopy yields more information about time-resolved electrical behavior of the aggregation

process and, given a larger measurement bandwidth and a proper fitting model, information

about the size and shape of the aggregates.

Studying aggregation through the electrical charge properties of the molecules has im-

portant implications for understanding underlying aggregation mechanisms. Electric dipole

moments and overall charge have both been linked to protein aggregation rates [256, 111,

257]. It seems that in the case of β-Lg and HENL, the mechanism for aggregation is the

overall charge of the molecule. This is particularly true for the lower ionic strengths in this

study which would reduce electrostatic shielding. Simulated titration curves using Poisson-

Boltzmann estimates of the charges (Figure 7.15) show the proteins are oppositely charged

over the range of pH 5-11 which coincides closely with experimentally measured non-zero

turbidity [22]. BSA and HENL aggregation occurs in a pH range where the molecules are

oppositely charged. Desfougeres et al. claim that electric neutrality of aggregates composed

of 3 to 1 (HENL to BSA) molar ratios is an important condition for self assembly [239].

This explanation would resolve the question as to why the pH region of aggregation does

not extend down to the isoelectric point of BSA.
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Figure 7.15: Simulated protein titration curves using H++ server [19]. Simulated isoelectric
points are close to experimental isoelectric points (Table 7.3). Protein data bank files used
were 1e8l (HENL), 1beb (β-Lg), and 3v03 (BSA).

141



www.manaraa.com

Chapter 8

Conclusion

The recent explosion of new physical techniques over the last few decades is changing

the way researchers approach biological problems [258, 259]. While most biophysical methods

extract a signal which is reflective of molecular shape, size, or conformation (such as the

various microscopy [240, 241], spectroscopy [243, 244], or light scattering methods [245, 246]),

dielectric spectroscopy boasts a very different kind of measurement, one that is related to

the electric dipole moment of the molecule. This unique perspective for analyzing molecular

phenomena will make dielectric spectroscopy an actively pursued and attractive technique for

years to come [36]. Dielectric relaxation measurements can provide a wealth of information

about the structure, dynamics, and function of biomolecules and biological processes. This

dissertation builds on that vision and in the process outlines some avenues in which dielectric

techniques could be employed in various technological platforms.

8.1 Accomplishments and Summary

1. The research outlined in this dissertation advances the theoretical understanding and

practical measurement of protein electrical properties. For decades partial charges have

been known to exist, however quantitative relationships between these charges and a

dipole moment have been inconsistent with measurements. The method to calculate

protein dipole moments described in Chapter 5 gives a dipole moment that is consis-

tent with that measured experimentally. This method was valuable for verification of

the molecular interaction studies of Chapter 7, and will continue to be valuable for

researchers interested in how charge influences other molecular properties. The accu-

racy to which the pH-varying dipole moment of β-Lg was predicted in Figure 5.5 is
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a significant step in the literature and has already generated significant interest from

other researchers in the community [260, 261, 262, 263, 264].

2. Several designs of dielectric cells were produced during this dissertation. The first

cell was a general-purpose spectrometer with temperature stability (Section 2.3.3).

Using this cell, the influence of temperature, pH, and concentration on the dielectric

relaxation of β-Lg was measured and verified with theory. A design consisting of

thermally bonded acrylic plates was used to measure the response of liquid metal

electrodes (Section 3.3). Next, a cell design to accommodate larger diameter electrodes

without temperature stability was used for the surface preparation experiments in

Section 3.4. As the proteins being used became more expensive, it was important to

redesign the cells to decrease the interrogated volume from 800 µl to 60 µl. This was

the motivation behind the low-volume cell of Section 7.1.1. The electrode spacing d

in the 60 µl design can be increased by a factor of four, resulting in the U-cell design

(Appendix G). Each of the five cell designs are tailored specifically for different types

of dielectric spectroscopy experiments.

3. The influence of electrode polarization in dielectric measurements is now more clearly

understood. The origin of the ω−const. (const. > 1) dependency in the real-valued

permittivity spectrum was derived in Equation 3.29. This derivation enables a fitting

of the electrode polarization contribution so that it can be subtracted it off. Equation

3.29 also illuminated which parameters decrease electrode polarization, i.e., smaller

A, larger d, smaller κ, larger ν, and smaller σ. Using this direction one arrives at

the PPy/PSS polymer as the current best electrode surface preparation technique.

Electrodeposition of this polymer results in a stable, biocompatible electrode with a

strong resistance to electrode polarization.

4. Molecular dynamics are the state-of-the-art simulation method for molecular systems.

In Chapter 6, the relationship between dielectric studies of proteins and molecular

dynamics was explored. A novel technique was introduced to estimate relaxation pa-

rameters ∆ε and τ from protein simulations in CHARMM. The technique seems to

produce relaxation parameters on the order of those measured experimentally; however,
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much longer simulation lengths will be needed before it can be determined whether

the method actually converges to experimental values. It was demonstrated in Section

6.5 how molecular dynamics can improve the structure-based dipole moment predic-

tion from Chapter 5. In Section 7.1, molecular dynamics were used to estimate the

hydrodynamic radius of avidin in the bound and unbound state.

5. In Chapter 7, various molecular interactions were studied using the techniques in-

troduced in the previous 6 chapters. Each of those experiments represent significant

milestones, and many were the first dielectric experiments performed of their kind.

In Section 7.1 the first before and after parameterization of a protein binding with

a ligand demonstrated small shifts of the β-relaxation. The detection of pH-induced

protein aggregation of β-Lg/HENL and BSA/HENL is also novel (Section 7.3). The

techniques developed in this dissertation can be used to analyze a wide variety of

reactions experimentally, theoretically, and computationally.

8.2 Future Research

During the preparation of this dissertation, several research paths were left unexplored

due to time restrictions and the scope of the project. Here I list ten topics not yet discussed

in the literature that could have a significant impact in the field. Many of these could by

themselves be well suited as graduate or undergraduate level projects.

1. The physical dimensions of the dielectric cell are not optimized. The limitation of a

large A/d ratio was quantified in terms of electrode polarization, however, the new

cells were built with arbitrary larger spacings. The limiting factor on the other end

(small A/d ratio) is low SNR and large parasitic capacitance CP . To find the optimal

cell dimensions the volume of the sample as well as titration ability must also be taken

into consideration. I believe the most efficient way of going about this problem is to

begin with simulation using one of several available programs such as Ansoft Maxwell

3D or COMSOL Multiphysics.

2. When the dielectric cell was miniaturized to reduce the required solution volume,

temperature stability was eliminated. To increase the sensitivity of the smaller cells,
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temperature stability must be reintroduced using either the flow-through liquid method

or some other technique.

3. The partial charges used in molecular dynamics simulations are independent of the

residue’s environment. This is tantamount to using model pKas in place of calculated

pKas to estimate partial charges. An important endeavor is thus bridging the two

techniques, updating molecular dynamics runs with current partial charge computed

with shifted pKas. This would increase the accuracy of the simulations, particularly in

cases where charged groups interact strongly.

4. The electrode surfaces could be engineered further by combining surface finishing and

PPy/PSS deposition. Depending on the thickness of the applied PPy/PSS layer, the

macroscopic roughness of the metal could add constructively with the microscopic

roughness using the polymer. Furthermore, other techniques such as chemical etching

could increase roughness better than the approaches used in this dissertation.

5. The oxide layer that is formed on the surface of Galinstan is removed at low pH. An

interesting extension to the experiments performed in Section 3.3 would be to remove

the oxide layer at low pH and then dilute to neutral pH and see if an atomically

smooth surface is formed with the solution. The resulting onset frequency of electrode

polarization fon would then be compared to those of Table 3.1.

6. On the molecular biology side, aggregation effects of β-Lg with HENL and BSA with

HENL need to be studied more systematically. The orientation of the molecules in these

complexes is unknown and dielectric studies could aid interpretations made through

simulation [118]. Protein docking programs like ZDOCK take two proteins and pre-

dicts the most likely binding configurations [265]. A combination of dipole moment

measurements and calculations on these predicted complexes (as shown in Figure 8.1)

could narrow the search for likely candidates.

7. Polarization phenomena caused by the introduction of ions and other molecular objects

with net charge needs to be investigated. For example, when µl drops of NaOH are
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 1301 D

Complex 3

Z
-A

X
IS

[Å
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Figure 8.1: Dipole moment calculations of top four ZDOCK binding predictions for
β-Lg and HENL.
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Figure 8.2: Polarization induced by 1 µl additions of 100 mM NaOH into 0.8 ml of DI
water with 2 mg/ml β-Lg. A similar effect was observed with NaCl and HCl.

added to a protein solution, the permittivity can increase several times larger than the

protein’s ∆ε (shown in Figure 8.2).

8. The steady-state electric field simulations need to be repeated with longer simulation

runs. To properly test the theory, at least 100 ns simulation times are needed. This

would take several months to run on a supercomputer. Nonetheless, if the method

leads to accurate predictions of ∆ε, it would help validate the technique and eliminate

the need for numerous costly experiments. The dielectric relaxation of any protein or

molecular object could be simulated in varying conditions. This would be ideal for pre-
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dicting how different protein and drug interactions influence the solution permittivity

and capacitance.

9. The Kirkwood correlation parameter g (Section 4.1) was assumed to be 1 for dilute

protein solutions. At higher concentrations, g could be derived both theoretically and

experimentally as a function of protein concentration. The theoretical approach could

calculate the average distance between molecules as a function of concentration and

quantify how their electric fields influence each other. The experimental approach

would consist of least-squares fits of ∆ε versus c similar to what was done in Figure

4.6.

10. Influenza (flu) is an infectious disease that results in approximately 40,000 deaths each

year in the United States [266]. In the past, influenza A was treated using antiviral

drugs such as amantadine, which disabled the virus by inhibiting the M2 ion channel.

Over the past decade, the virus has mutated, and in 2009 the Centers for Disease Con-

trol and Prevention (CDC) announced that 100% of tested flu samples were resistant

to amantadine [267]. This has caused researchers to search for alternative solutions to

contain potential flu outbreaks. A drug that replaces amantadine as an M2 blocker

would bind internally to the ion channel and, in the process, enhance M2 tetrameriza-

tion. This assertion is based on the observation, using analytical ultracentrifugation,

that amantadine enhances the tetramerization of a marginally stable peptide fragment

(the transmembrane domain, residues 21-45, from the dominant pre-2005 strain) of M2

solubilized in detergent micelles [41]. The hypothesis taken here is that if dielectric

spectroscopy measurements indicate that M2 tetramerizes in the presence of a certain

drug, that drug will be a strong candidate in the search for an M2 blocker and aman-

tadine replacement. The problem is well suited for dielectric spectroscopy as both the

hydrodynamic radius and dipole moment should be strongly affected by tetrameriza-

tion. Preliminary work is currently underway to characterize the interaction of M2

with antiviral drugs using circular dichroism (Figure 8.3). The observed increase in

ellipticity ratio represents increased tetramerization and should have a parallel effect

in permittivity measurements.
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Measurements were made by Trevor Anderson.
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Appendix B

Minimum-Volume Enclosing Ellipsoid (MVEE) Fitting Algorithm

This section outlines an algorithm for calculating molecular radii from a PDB file. The
algorithm is based on the Khachiyan algorithm, a method to solve for the minimum-volume
enclosing ellipsoid (MVEE) around a set of points S = {p1,p2, . . . ,pm} where pi ∈ Rd×1.

An ellipsoid E is described by the equation

E =
{

x ∈ Rd×1 | (x− c)T E (x− c) ≤ 1
}

(B.1)

where c ∈ Rd×1 is the center of the ellipsoid and E is a d× d positive-definite matrix. The
volume of the ellipsoid is given by

vol (E) = V0 det
[
E−1

] 1
2 (B.2)

where V0 is the volume of the unit sphere in dimension d. In order to find the MVEE

containing the points of S, one must obtain c and E that will minimize det [E−1]
1
2 subject

to the constraint (x− c)T E (x− c) ≤ 1.
A detailed derivation of this problem is found elsewhere [268, 269]; only its solution

will be given here. Letting P ∈ Rd×m be a matrix whose ith column is pi, u ∈ Rm×1 be the
optimal solution of the Lagrangian dual of P, and U ∈ Rm×m be the diagonal matrix whose
diagonal entries are given by vector u yields

MVEE(S) =
{

x ∈ Rd×1 | (x− ĉ)T Ê (x− ĉ) ≤ 1
}

(B.3)

where

Ê =
1

d

[
PUPT −Pu (Pu)T

]−1

(B.4)

and

ĉ = Pu. (B.5)

For three-dimensional coordinates, the three calculated radii r1, r2, and r3 are ob-
tained through the singular value decomposition of matrix Ê of the form

Ê = UΣV∗ (B.6)

where
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r1 =
1√

Σ (1, 1)
, (B.7)

r2 =
1√

Σ (2, 2)
, (B.8)

r3 =
1√

Σ (3, 3)
. (B.9)

acalc is then the radius of the equivalent volume sphere,

acalc = (r1r2r3)
1
3 . (B.10)
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Appendix C

List of PDB Codes for pKa Shift Analysis of Section 5.5.4

135L

1AA0

1AVE

1BBL

1BEB

1BEO

1CDC

1CMF

1DE3

1DG9

1DIV

1DK3

1DSB

1EGO

1ENH

1ERC

1ERT

1ERU

1FK6

1FKS

1FW4

1GDC

1GS9

1GYM

1HDJ

1HHP

1HPX

1I1B

1IGD

1J8Q

1L63

1LYZ

1LZ1

1MEG

1P2P
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1PGA

1PLB

1PNB

1PNT

1POC

1POH

1QBR

1QBU

1RNZ

1SBT

1SSO

1UBQ

1UTG

1XNB

1YMB

2AVI

2CDV

2FX2

2LZT

2RN2

2TRX

3OGB

3RN3

3RNT

3SSI

4ICB

4MBN

4PTI

5P21

6LYZ

7RSA
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Appendix D

MATLAB Code for Dipole Moment Calculation

1 function [myPH,myDipoles] = PDBreader(fname,use_shifted_pKas,model_set)
2
3 %%% %%%
4 %%%% PDBreader.m %%%%
5 %%% %%%
6 %
7 %Created By Brett Mellor on 5/13/09
8 %
9 % 1. Loads PDB file into ’data’

10 % 2. Displays information about the Protein
11 % 3. Plots Protein onto 3D space
12 % 4. Computes Core Dipole Moment
13 % 5. Computes Isoelectric Point (for either shifted or non shifted pKa)
14 % 6. Computes Surface Charge Dipole Moment
15 % 7. Plots Backbone of Protein with point charges and dipole moment
16 %
17
18 %%%Control Box%%%
19 chains = ’ABCDEF’;
20 PH = [4:.2:10]; %’i’ for isoelectric point
21
22 %%%Visual Control Box%%%
23 plotcharge_VS_pH = 0;
24 plotdipoles_VS_pH = 0;
25 plotbb = 1;
26 use_center_charge = 0;
27 dispDipoleMoment = 1;
28
29 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
30 %%%%%%%%%%%%%%%%%%%% Load PDB file into ’data’ %%%%%%%%%%%%%%%%
31 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
32 bbmain = [];
33 bbdivider = [];
34 modeldivider = [];
35 foundfirst = 0;
36
37 fid=fopen(fname);
38 i = 0;
39 while 1
40 i = i+1;
41 tline = fgetl(fid);
42 if ˜ischar(tline)
43 break
44 end
45 if ˜strcmp(tline(1:6),’ANISOU’)
46 if i == 1
47 datamain = tline;
48 Title = tline(11:80);
49 if strcmp(tline(1:4),’ATOM’)
50 aaSTART = str2double(datamain(i,24:26));
51 foundfirst = 1;
52 bbmain = [bbmain;tline];
53 bbdivider = 1;
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54 end
55 else
56 datamain = [datamain;tline];
57
58 if strcmp(tline(1:5),’TITLE’)
59 Title = [Title;tline(11:80)];
60 end
61 if strcmp(tline(1:4),’ATOM’) && foundfirst==0
62 aaSTART = str2double(datamain(i,24:26));
63 foundfirst = 1;
64 end
65 if strcmp(tline(1:5),’MODEL’)
66 modeldivider = [modeldivider i];
67 bbdivider = [bbdivider length(bbmain)+1];
68 end
69 if strcmp(tline(1:4),’ATOM’) && ismember(tline(22),chains)...
70 && (strcmp(tline(13:16),’ C ’) || strcmp(tline(13:16),’ CA ’)...
71 || strcmp(tline(13:16),’ N ’))
72 bbmain = [bbmain;tline];
73 end
74 if strcmp(tline(1:4),’ATOM’) && strcmp(tline(13:16),’ N ’)...
75 && ismember(tline(22),chains) && (str2double(tline(24:26))==aaSTART...
76 || ˜strcmp(tline(22),bbmain(end-1,22)))
77 bbdivider = [bbdivider length(bbmain(:,1))];
78 end
79
80 if strcmp(tline(1:4),’ATOM’) && strcmp(tline(13:16),’ N ’)...
81 && ismember(tline(22),chains) && ˜strcmp(tline(22),bbmain(end-1,22))
82 bbdivider = [bbdivider length(bbmain(:,1))];
83 end
84 end
85 else
86 i = i-1;
87 end
88 end
89 fclose(fid);
90
91 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
92 %%%%%%%%%%%%%%%%%%%% Compute Core dipole moment of protein %%%%%%%%%%
93 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
94 myDipoles = [];
95 myPH = PH;
96 if strfind(atomnames,’H’);
97 containsH = 1;
98 display(’Single Model Contains Hydrogen Atoms’)
99 else

100 containsH = 0;
101 end
102
103 for PH = PH
104
105 dind = 1;
106 dipCO = 2.31;
107 dipNH = 1.31;
108 dipCN = .2;
109
110 for i = 1:length(data)
111 if containsH==0 %%NO HYDROGEN IN MODEL
112 %%%Backbone C=0 bonds, N-H bonds, and C-N bond
113 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ O ’)...
114 && ismember(data(i,22),chains)
115 dipole(dind,1) = str2double(data(i-1,32:38))-str2double(data(i,32:38));
116 dipole(dind,2) = str2double(data(i-1,40:46))-str2double(data(i,40:46));
117 dipole(dind,3) = str2double(data(i-1,48:54))-str2double(data(i,48:54));
118 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
119 dipole(dind,1:3) = (dipCO+dipNH)*dipole(dind,1:3)/normfactor;
120 dind = dind + 1;
121
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122 dipole(dind,1) = str2double(data(i-2,32:38))-str2double(data(i-3,32:38));
123 dipole(dind,2) = str2double(data(i-2,40:46))-str2double(data(i-3,40:46));
124 dipole(dind,3) = str2double(data(i-2,48:54))-str2double(data(i-3,48:54));
125 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
126 dipole(dind,1:3) = (dipCN)*dipole(dind,1:3)/normfactor;
127 dind = dind + 1;
128 end
129
130 %%%Backbone C-N bond (2nd)
131 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ C ’)...
132 && ismember(data(i,22),chains)
133 for j = 2:length(data)-i
134 if strcmp(data(i+j,13:16),’ N ’)
135 dipole(dind,1) = str2double(data(i,32:38))-str2double(data(i+j,32:38));
136 dipole(dind,2) = str2double(data(i,40:46))-str2double(data(i+j,40:46));
137 dipole(dind,3) = str2double(data(i,48:54))-str2double(data(i+j,48:54));
138 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
139 dipole(dind,1:3) = (dipCN)*dipole(dind,1:3)/normfactor;
140 dind = dind + 1;
141 break
142 end
143 end
144 end
145
146 %%Sidechain Asn C=0 bonds
147 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ OD1’)...
148 && strcmp(data(i,18:20),’ASN’) && ismember(data(i,22),chains)
149 dipole(dind,1) = str2double(data(i-1,32:38))-str2double(data(i,32:38));
150 dipole(dind,2) = str2double(data(i-1,40:46))-str2double(data(i,40:46));
151 dipole(dind,3) = str2double(data(i-1,48:54))-str2double(data(i,48:54));
152 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
153 dipole(dind,1:3) = dipCO*dipole(dind,1:3)/normfactor;
154 dind = dind + 1;
155 end
156 %%%Sidechain Gln C=0 bonds
157 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ OE1’)...
158 && strcmp(data(i,18:20),’GLN’) && ismember(data(i,22),chains)
159 dipole(dind,1) = str2double(data(i-1,32:38))-str2double(data(i,32:38));
160 dipole(dind,2) = str2double(data(i-1,40:46))-str2double(data(i,40:46));
161 dipole(dind,3) = str2double(data(i-1,48:54))-str2double(data(i,48:54));
162 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
163 dipole(dind,1:3) = dipCO*dipole(dind,1:3)/normfactor;
164 dind = dind + 1;
165 end
166 %%%Sidechain Asp 2 partial C=0 bonds
167 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ OD1’)...
168 && strcmp(data(i,18:20),’ASP’) && ismember(data(i,22),chains)
169 dipole(dind,1) = str2double(data(i-1,32:38))-str2double(data(i,32:38));
170 dipole(dind,2) = str2double(data(i-1,40:46))-str2double(data(i,40:46));
171 dipole(dind,3) = str2double(data(i-1,48:54))-str2double(data(i,48:54));
172 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
173 dipole(dind,1:3) = dipCO*dipole(dind,1:3)/normfactor;
174 dind = dind + 1;
175
176 dipole(dind,1) = str2double(data(i-1,32:38))-str2double(data(i+1,32:38));
177 dipole(dind,2) = str2double(data(i-1,40:46))-str2double(data(i+1,40:46));
178 dipole(dind,3) = str2double(data(i-1,48:54))-str2double(data(i+1,48:54));
179 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
180 dipole(dind,1:3) = dipCO*dipole(dind,1:3)/normfactor;
181 dind = dind + 1;
182 end
183 %%%Sidechain Glu 2 partial C=0 bonds
184 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ OE1’)...
185 && strcmp(data(i,18:20),’GLU’) && ismember(data(i,22),chains)
186 dipole(dind,1) = str2double(data(i-1,32:38))-str2double(data(i,32:38));
187 dipole(dind,2) = str2double(data(i-1,40:46))-str2double(data(i,40:46));
188 dipole(dind,3) = str2double(data(i-1,48:54))-str2double(data(i,48:54));
189 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
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190 dipole(dind,1:3) = dipCO*dipole(dind,1:3)/normfactor;
191 dind = dind + 1;
192
193 dipole(dind,1) = str2double(data(i-1,32:38))-str2double(data(i+1,32:38));
194 dipole(dind,2) = str2double(data(i-1,40:46))-str2double(data(i+1,40:46));
195 dipole(dind,3) = str2double(data(i-1,48:54))-str2double(data(i+1,48:54));
196 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
197 dipole(dind,1:3) = dipCO*dipole(dind,1:3)/normfactor;
198 dind = dind + 1;
199 end
200 %%%Sidechain Arg 1 C-N bond
201 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ CD ’)...
202 && strcmp(data(i,18:20),’ARG’) && ismember(data(i,22),chains)
203 dipole(dind,1) = str2double(data(i,32:38))-str2double(data(i+1,32:38));
204 dipole(dind,2) = str2double(data(i,40:46))-str2double(data(i+1,40:46));
205 dipole(dind,3) = str2double(data(i,48:54))-str2double(data(i+1,48:54));
206 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
207 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
208 dind = dind + 1;
209 end
210 %%%Sidechain Asn 1 C-N bond
211 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ CG ’)...
212 && strcmp(data(i,18:20),’ASN’) && ismember(data(i,22),chains)
213 dipole(dind,1) = str2double(data(i,32:38))-str2double(data(i+2,32:38));
214 dipole(dind,2) = str2double(data(i,40:46))-str2double(data(i+2,40:46));
215 dipole(dind,3) = str2double(data(i,48:54))-str2double(data(i+2,48:54));
216 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
217 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
218 dind = dind + 1;
219 end
220 %%%Sidechain Gln 1 C-N bond
221 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ CD ’)...
222 && strcmp(data(i,18:20),’GLN’) && ismember(data(i,22),chains)
223 dipole(dind,1) = str2double(data(i,32:38))-str2double(data(i+2,32:38));
224 dipole(dind,2) = str2double(data(i,40:46))-str2double(data(i+2,40:46));
225 dipole(dind,3) = str2double(data(i,48:54))-str2double(data(i+2,48:54));
226 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
227 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
228 dind = dind + 1;
229 end
230 %%%Sidechain His 3 C-N bond
231 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ CD2’)...
232 && strcmp(data(i,18:20),’HIS’) && ismember(data(i,22),chains)
233 dipole(dind,1) = str2double(data(i,32:38))-str2double(data(i+2,32:38));
234 dipole(dind,2) = str2double(data(i,40:46))-str2double(data(i+2,40:46));
235 dipole(dind,3) = str2double(data(i,48:54))-str2double(data(i+2,48:54));
236 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
237 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
238 dind = dind + 1;
239 dipole(dind,1) = str2double(data(i-2,32:38))-str2double(data(i-1,32:38));
240 dipole(dind,2) = str2double(data(i-2,40:46))-str2double(data(i-1,40:46));
241 dipole(dind,3) = str2double(data(i-2,48:54))-str2double(data(i-1,48:54));
242 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
243 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
244 dind = dind + 1;
245 dipole(dind,1) = str2double(data(i+1,32:38))-str2double(data(i-1,32:38));
246 dipole(dind,2) = str2double(data(i+1,40:46))-str2double(data(i-1,40:46));
247 dipole(dind,3) = str2double(data(i+1,48:54))-str2double(data(i-1,48:54));
248 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
249 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
250 dind = dind + 1;
251 end
252 %%%Sidechain Lys 1 C-N bond
253 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ CE ’)...
254 && strcmp(data(i,18:20),’LYS’) && ismember(data(i,22),chains)
255 dipole(dind,1) = str2double(data(i,32:38))-str2double(data(i+1,32:38));
256 dipole(dind,2) = str2double(data(i,40:46))-str2double(data(i+1,40:46));
257 dipole(dind,3) = str2double(data(i,48:54))-str2double(data(i+1,48:54));
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258 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
259 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
260 dind = dind + 1;
261 end
262 %%%Sidechain Trp 2 C-N bond
263 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ CD1’)...
264 && strcmp(data(i,18:20),’TRP’) && ismember(data(i,22),chains)
265 dipole(dind,1) = str2double(data(i,32:38))-str2double(data(i+2,32:38));
266 dipole(dind,2) = str2double(data(i,40:46))-str2double(data(i+2,40:46));
267 dipole(dind,3) = str2double(data(i,48:54))-str2double(data(i+2,48:54));
268 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
269 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
270 dind = dind + 1;
271 dipole(dind,1) = str2double(data(i+3,32:38))-str2double(data(i+2,32:38));
272 dipole(dind,2) = str2double(data(i+3,40:46))-str2double(data(i+2,40:46));
273 dipole(dind,3) = str2double(data(i+3,48:54))-str2double(data(i+2,48:54));
274 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
275 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
276 dind = dind + 1;
277 end
278 else
279 %%%%%%FOR SINGLE MODELS CONTAINING HYDROGEN
280 %%%Backbone C=0 bonds,and C-N bond
281 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ O ’)...
282 && ismember(data(i,22),chains)
283 dipole(dind,1) = str2double(data(i-1,32:38))-str2double(data(i,32:38));
284 dipole(dind,2) = str2double(data(i-1,40:46))-str2double(data(i,40:46));
285 dipole(dind,3) = str2double(data(i-1,48:54))-str2double(data(i,48:54));
286 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
287 dipole(dind,1:3) = (dipCO)*dipole(dind,1:3)/normfactor;
288 dind = dind + 1;
289
290 dipole(dind,1) = str2double(data(i-2,32:38))-str2double(data(i-3,32:38));
291 dipole(dind,2) = str2double(data(i-2,40:46))-str2double(data(i-3,40:46));
292 dipole(dind,3) = str2double(data(i-2,48:54))-str2double(data(i-3,48:54));
293 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
294 dipole(dind,1:3) = (dipCN)*dipole(dind,1:3)/normfactor;
295 dind = dind + 1;
296 end
297 %%%Backbone C-N bond (2nd)
298 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ C ’)...
299 && ismember(data(i,22),chains)
300 for j = 2:length(data)-i
301 if strcmp(data(i+j,13:16),’ N ’)
302 dipole(dind,1) = str2double(data(i,32:38))-str2double(data(i+j,32:38));
303 dipole(dind,2) = str2double(data(i,40:46))-str2double(data(i+j,40:46));
304 dipole(dind,3) = str2double(data(i,48:54))-str2double(data(i+j,48:54));
305 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
306 dipole(dind,1:3) = (dipCN)*dipole(dind,1:3)/normfactor;
307 dind = dind + 1;
308 break
309 end
310 end
311 end
312 %%%Backbone N-H bond
313 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’)...
314 && ismember(data(i,22),chains) && ˜strcmp(data(i,24:26),’ 1’)
315 for j = 2:length(data)-i
316 if strcmp(data(i+j,13:16),’ H ’)
317 dipole(dind,1) = str2double(data(i+j,32:38))-str2double(data(i,32:38));
318 dipole(dind,2) = str2double(data(i+j,40:46))-str2double(data(i,40:46));
319 dipole(dind,3) = str2double(data(i+j,48:54))-str2double(data(i,48:54));
320 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
321 dipole(dind,1:3) = (dipNH)*dipole(dind,1:3)/normfactor;
322 dind = dind + 1;
323 break
324 end
325 end
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326 end
327 %%%Starting 3 N-H bond
328 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’)...
329 && ismember(data(i,22),chains) && strcmp(data(i,24:26),’ 1’)
330 for j = 2:50
331 if strcmp(data(i+j,13:16),’ H1 ’)
332 dipole(dind,1) = str2double(data(i+j,32:38))-str2double(data(i,32:38));
333 dipole(dind,2) = str2double(data(i+j,40:46))-str2double(data(i,40:46));
334 dipole(dind,3) = str2double(data(i+j,48:54))-str2double(data(i,48:54));
335 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
336 dipole(dind,1:3) = (dipNH)*dipole(dind,1:3)/normfactor;
337 dind = dind + 1;
338 dipole(dind,1) = str2double(data(i+j+1,32:38))-str2double(data(i,32:38));
339 dipole(dind,2) = str2double(data(i+j+1,40:46))-str2double(data(i,40:46));
340 dipole(dind,3) = str2double(data(i+j+1,48:54))-str2double(data(i,48:54));
341 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
342 dipole(dind,1:3) = (dipNH)*dipole(dind,1:3)/normfactor;
343 dind = dind + 1;
344 dipole(dind,1) = str2double(data(i+j+2,32:38))-str2double(data(i,32:38));
345 dipole(dind,2) = str2double(data(i+j+2,40:46))-str2double(data(i,40:46));
346 dipole(dind,3) = str2double(data(i+j+2,48:54))-str2double(data(i,48:54));
347 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
348 dipole(dind,1:3) = (dipNH)*dipole(dind,1:3)/normfactor;
349 dind = dind + 1;
350 break
351 end
352 end
353 end
354
355 %%%%%%%% %%%%%%%%
356 %%%%%%%% SIDECHAIN BONDS %%%%%%%%
357 %%%%%%%% %%%%%%%%
358
359 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,18:20),’ARG’)...
360 && ismember(data(i,22),chains)
361 %%%Sidechain Arg 5 N-H Bonds
362 if strcmp(data(i,13:16),’ NE ’)
363 dipole(dind,1) = str2double(data(i+12,32:38))-str2double(data(i,32:38));
364 dipole(dind,2) = str2double(data(i+12,40:46))-str2double(data(i,40:46));
365 dipole(dind,3) = str2double(data(i+12,48:54))-str2double(data(i,48:54));
366 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
367 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
368 dind = dind + 1;
369 dipole(dind,1) = str2double(data(i+15,32:38))-str2double(data(i+3,32:38));
370 dipole(dind,2) = str2double(data(i+15,40:46))-str2double(data(i+3,40:46));
371 dipole(dind,3) = str2double(data(i+15,48:54))-str2double(data(i+3,48:54));
372 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
373 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
374 dind = dind + 1;
375 dipole(dind,1) = str2double(data(i+16,32:38))-str2double(data(i+3,32:38));
376 dipole(dind,2) = str2double(data(i+16,40:46))-str2double(data(i+3,40:46));
377 dipole(dind,3) = str2double(data(i+16,48:54))-str2double(data(i+3,48:54));
378 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
379 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
380 dind = dind + 1;
381 dipole(dind,1) = str2double(data(i+13,32:38))-str2double(data(i+2,32:38));
382 dipole(dind,2) = str2double(data(i+13,40:46))-str2double(data(i+2,40:46));
383 dipole(dind,3) = str2double(data(i+13,48:54))-str2double(data(i+2,48:54));
384 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
385 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
386 dind = dind + 1;
387 dipole(dind,1) = str2double(data(i+14,32:38))-str2double(data(i+2,32:38));
388 dipole(dind,2) = str2double(data(i+14,40:46))-str2double(data(i+2,40:46));
389 dipole(dind,3) = str2double(data(i+14,48:54))-str2double(data(i+2,48:54));
390 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
391 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
392 dind = dind + 1;
393 end
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394 %%%Sidechain Arg 1 C-N Bond
395 if strcmp(data(i,13:16),’ CD ’)
396 dipole(dind,1) = str2double(data(i,32:38))-str2double(data(i+1,32:38));
397 dipole(dind,2) = str2double(data(i,40:46))-str2double(data(i+1,40:46));
398 dipole(dind,3) = str2double(data(i,48:54))-str2double(data(i+1,48:54));
399 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
400 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
401 dind = dind + 1;
402 end
403 end
404
405 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,18:20),’ASP’)...
406 && ismember(data(i,22),chains)
407 %%%Sidechain Asp 2 partial C=0 bonds
408 if strcmp(data(i,13:16),’ OD1’)
409 dipole(dind,1) = str2double(data(i-1,32:38))-str2double(data(i,32:38));
410 dipole(dind,2) = str2double(data(i-1,40:46))-str2double(data(i,40:46));
411 dipole(dind,3) = str2double(data(i-1,48:54))-str2double(data(i,48:54));
412 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
413 dipole(dind,1:3) = dipCO*dipole(dind,1:3)/normfactor;
414 dind = dind + 1;
415 dipole(dind,1) = str2double(data(i-1,32:38))-str2double(data(i+1,32:38));
416 dipole(dind,2) = str2double(data(i-1,40:46))-str2double(data(i+1,40:46));
417 dipole(dind,3) = str2double(data(i-1,48:54))-str2double(data(i+1,48:54));
418 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
419 dipole(dind,1:3) = dipCO*dipole(dind,1:3)/normfactor;
420 dind = dind + 1;
421 end
422 end
423
424 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,18:20),’GLU’)...
425 && ismember(data(i,22),chains)
426 %%%Sidechain Glu 2 partial C=O bonds
427 if strcmp(data(i,13:16),’ OE1’)
428 dipole(dind,1) = str2double(data(i-1,32:38))-str2double(data(i,32:38));
429 dipole(dind,2) = str2double(data(i-1,40:46))-str2double(data(i,40:46));
430 dipole(dind,3) = str2double(data(i-1,48:54))-str2double(data(i,48:54));
431 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
432 dipole(dind,1:3) = dipCO*dipole(dind,1:3)/normfactor;
433 dind = dind + 1;
434 dipole(dind,1) = str2double(data(i-1,32:38))-str2double(data(i+1,32:38));
435 dipole(dind,2) = str2double(data(i-1,40:46))-str2double(data(i+1,40:46));
436 dipole(dind,3) = str2double(data(i-1,48:54))-str2double(data(i+1,48:54));
437 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
438 dipole(dind,1:3) = dipCO*dipole(dind,1:3)/normfactor;
439 dind = dind + 1;
440 end
441 end
442
443 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,18:20),’ASN’)...
444 && ismember(data(i,22),chains)
445 %%%Sidechain Asn1 C=O Bond
446 if strcmp(data(i,13:16),’ OD1’)
447 dipole(dind,1) = str2double(data(i-1,32:38))-str2double(data(i,32:38));
448 dipole(dind,2) = str2double(data(i-1,40:46))-str2double(data(i,40:46));
449 dipole(dind,3) = str2double(data(i-1,48:54))-str2double(data(i,48:54));
450 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
451 dipole(dind,1:3) = dipCO*dipole(dind,1:3)/normfactor;
452 dind = dind + 1;
453 end
454 %%%Sidechain Asn 2 N-H Bonds
455 if strcmp(data(i,13:16),’ ND2’)
456 dipole(dind,1) = str2double(data(i+5,32:38))-str2double(data(i,32:38));
457 dipole(dind,2) = str2double(data(i+5,40:46))-str2double(data(i,40:46));
458 dipole(dind,3) = str2double(data(i+5,48:54))-str2double(data(i,48:54));
459 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
460 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
461 dind = dind + 1;
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462 dipole(dind,1) = str2double(data(i+6,32:38))-str2double(data(i,32:38));
463 dipole(dind,2) = str2double(data(i+6,40:46))-str2double(data(i,40:46));
464 dipole(dind,3) = str2double(data(i+6,48:54))-str2double(data(i,48:54));
465 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
466 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
467 dind = dind + 1;
468 end
469 %%%Sidechain Asn 1 C-N Bond
470 if strcmp(data(i,13:16),’ CG ’)
471 dipole(dind,1) = str2double(data(i,32:38))-str2double(data(i+2,32:38));
472 dipole(dind,2) = str2double(data(i,40:46))-str2double(data(i+2,40:46));
473 dipole(dind,3) = str2double(data(i,48:54))-str2double(data(i+2,48:54));
474 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
475 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
476 dind = dind + 1;
477 end
478 end
479
480 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,18:20),’GLN’)...
481 && ismember(data(i,22),chains)
482 %%%Sidechain Gln 1 C=O Bond
483 if strcmp(data(i,13:16),’ OE1’)
484 dipole(dind,1) = str2double(data(i-1,32:38))-str2double(data(i,32:38));
485 dipole(dind,2) = str2double(data(i-1,40:46))-str2double(data(i,40:46));
486 dipole(dind,3) = str2double(data(i-1,48:54))-str2double(data(i,48:54));
487 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
488 dipole(dind,1:3) = dipCO*dipole(dind,1:3)/normfactor;
489 dind = dind + 1;
490 end
491 %%%Sidechain Gln 2 N-H Bonds
492 if strcmp(data(i,13:16),’ NE2’)
493 dipole(dind,1) = str2double(data(i+7,32:38))-str2double(data(i,32:38));
494 dipole(dind,2) = str2double(data(i+7,40:46))-str2double(data(i,40:46));
495 dipole(dind,3) = str2double(data(i+7,48:54))-str2double(data(i,48:54));
496 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
497 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
498 dind = dind + 1;
499 dipole(dind,1) = str2double(data(i+8,32:38))-str2double(data(i,32:38));
500 dipole(dind,2) = str2double(data(i+8,40:46))-str2double(data(i,40:46));
501 dipole(dind,3) = str2double(data(i+8,48:54))-str2double(data(i,48:54));
502 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
503 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
504 dind = dind + 1;
505 end
506 if strcmp(data(i,13:16),’ CD ’)
507 dipole(dind,1) = str2double(data(i,32:38))-str2double(data(i+2,32:38));
508 dipole(dind,2) = str2double(data(i,40:46))-str2double(data(i+2,40:46));
509 dipole(dind,3) = str2double(data(i,48:54))-str2double(data(i+2,48:54));
510 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
511 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
512 dind = dind + 1;
513 end
514 end
515
516 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,18:20),’HIS’)...
517 && ismember(data(i,22),chains)
518 %%%Sidechain His 2 N-H Bonds
519 if strcmp(data(i,13:16),’ ND1’)
520 dipole(dind,1) = str2double(data(i+8,32:38))-str2double(data(i,32:38));
521 dipole(dind,2) = str2double(data(i+8,40:46))-str2double(data(i,40:46));
522 dipole(dind,3) = str2double(data(i+8,48:54))-str2double(data(i,48:54));
523 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
524 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
525 dind = dind + 1;
526 dipole(dind,1) = str2double(data(i+11,32:38))-str2double(data(i+3,32:38));
527 dipole(dind,2) = str2double(data(i+11,40:46))-str2double(data(i+3,40:46));
528 dipole(dind,3) = str2double(data(i+11,48:54))-str2double(data(i+3,48:54));
529 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
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530 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
531 dind = dind + 1;
532 end
533 %%%Sidechain His 3 C-N Bonds
534 if strcmp(data(i,13:16),’ CD2’)
535 dipole(dind,1) = str2double(data(i,32:38))-str2double(data(i+2,32:38));
536 dipole(dind,2) = str2double(data(i,40:46))-str2double(data(i+2,40:46));
537 dipole(dind,3) = str2double(data(i,48:54))-str2double(data(i+2,48:54));
538 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
539 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
540 dind = dind + 1;
541 dipole(dind,1) = str2double(data(i-2,32:38))-str2double(data(i-1,32:38));
542 dipole(dind,2) = str2double(data(i-2,40:46))-str2double(data(i-1,40:46));
543 dipole(dind,3) = str2double(data(i-2,48:54))-str2double(data(i-1,48:54));
544 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
545 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
546 dind = dind + 1;
547 dipole(dind,1) = str2double(data(i+1,32:38))-str2double(data(i-1,32:38));
548 dipole(dind,2) = str2double(data(i+1,40:46))-str2double(data(i-1,40:46));
549 dipole(dind,3) = str2double(data(i+1,48:54))-str2double(data(i-1,48:54));
550 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
551 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
552 dind = dind + 1;
553 end
554 end
555
556 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,18:20),’LYS’)...
557 && ismember(data(i,22),chains)
558 %%%Sidechain Lys 3 N-H Bonds
559 if strcmp(data(i,13:16),’ NZ ’)
560 dipole(dind,1) = str2double(data(i+2,32:38))-str2double(data(i,32:38));
561 dipole(dind,2) = str2double(data(i+2,40:46))-str2double(data(i,40:46));
562 dipole(dind,3) = str2double(data(i+2,48:54))-str2double(data(i,48:54));
563 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
564 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
565 dind = dind + 1;
566 dipole(dind,1) = str2double(data(i+3,32:38))-str2double(data(i,32:38));
567 dipole(dind,2) = str2double(data(i+3,40:46))-str2double(data(i,40:46));
568 dipole(dind,3) = str2double(data(i+3,48:54))-str2double(data(i,48:54));
569 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
570 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
571 dind = dind + 1;
572 dipole(dind,1) = str2double(data(i+4,32:38))-str2double(data(i,32:38));
573 dipole(dind,2) = str2double(data(i+4,40:46))-str2double(data(i,40:46));
574 dipole(dind,3) = str2double(data(i+4,48:54))-str2double(data(i,48:54));
575 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
576 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
577 dind = dind + 1;
578 end
579 %%%Sidechain Lys 1 C-N Bond
580 if strcmp(data(i,13:16),’ CE ’)
581 dipole(dind,1) = str2double(data(i,32:38))-str2double(data(i+1,32:38));
582 dipole(dind,2) = str2double(data(i,40:46))-str2double(data(i+1,40:46));
583 dipole(dind,3) = str2double(data(i,48:54))-str2double(data(i+1,48:54));
584 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
585 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
586 dind = dind + 1;
587 end
588 end
589
590 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,18:20),’TRP’)...
591 && ismember(data(i,22),chains)
592 %%%Sidechain Trp 1 N-H Bond
593 if strcmp(data(i,13:16),’ NE1’)
594 dipole(dind,1) = str2double(data(i+11,32:38))-str2double(data(i,32:38));
595 dipole(dind,2) = str2double(data(i+11,40:46))-str2double(data(i,40:46));
596 dipole(dind,3) = str2double(data(i+11,48:54))-str2double(data(i,48:54));
597 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
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598 dipole(dind,1:3) = dipNH*dipole(dind,1:3)/normfactor;
599 dind = dind + 1;
600 end
601 %%%Sidechain Trp 2 C-N Bonds
602 if strcmp(data(i,13:16),’ CD1’)
603 dipole(dind,1) = str2double(data(i,32:38))-str2double(data(i+2,32:38));
604 dipole(dind,2) = str2double(data(i,40:46))-str2double(data(i+2,40:46));
605 dipole(dind,3) = str2double(data(i,48:54))-str2double(data(i+2,48:54));
606 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
607 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
608 dind = dind + 1;
609 dipole(dind,1) = str2double(data(i+3,32:38))-str2double(data(i+2,32:38));
610 dipole(dind,2) = str2double(data(i+3,40:46))-str2double(data(i+2,40:46));
611 dipole(dind,3) = str2double(data(i+3,48:54))-str2double(data(i+2,48:54));
612 normfactor = sqrt(dipole(dind,1)ˆ2 + dipole(dind,2)ˆ2 + dipole(dind,3)ˆ2);
613 dipole(dind,1:3) = dipCN*dipole(dind,1:3)/normfactor;
614 dind = dind + 1;
615 end
616 end
617 end
618 end
619
620 core_moment = [sum(dipole(:,1)); sum(dipole(:,2)); sum(dipole(:,3))];
621 core_moment_mag = sqrt(dot(core_moment,core_moment));
622
623 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
624 %%%%%%%%%%%%%%%%% Compute surface charge dipole moment of protein %%%%%%
625 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
626 charge = [];
627 mass = [];
628
629 if use_shifted_pKas %%%%%%%%%%%%%%%%USING SHIFTED PKAS%%%%%%%%%%%%%%%%
630 [pKa_TYR,pKa_CYS,pKa_LYS,pKa_ARG,...
631 pKa_HIS,pKa_ASP,pKa_GLU,pKa_Nterm,pKa_Cterm] = get_pKaShifts();
632
633 %Ionization fractions
634 pH = (0:.1:18);
635 a = ones(length(pKa_TYR),1)*pH-pKa_TYR’*ones(1,length(pH));
636 ionf_TYR = (10.ˆ(a))./(1+10.ˆ(a)); %-1
637 a = ones(length(pKa_CYS),1)*pH-pKa_CYS’*ones(1,length(pH));
638 ionf_CYS = (10.ˆ(a))./(1+10.ˆ(a)); %-1
639 a = ones(length(pKa_LYS),1)*pH-pKa_LYS’*ones(1,length(pH));
640 ionf_LYS = 1./(1+10.ˆ(a)); % 1
641 a = ones(length(pKa_ARG),1)*pH-pKa_ARG’*ones(1,length(pH));
642 ionf_ARG = 1./(1+10.ˆ(a)); % 1
643 a = ones(length(pKa_HIS),1)*pH-pKa_HIS’*ones(1,length(pH));
644 ionf_HIS = 1./(1+10.ˆ(a)); % 1
645 a = ones(length(pKa_ASP),1)*pH-pKa_ASP’*ones(1,length(pH));
646 ionf_ASP = (10.ˆ(a))./(1+10.ˆ(a)); %-1
647 a = ones(length(pKa_GLU),1)*pH-pKa_GLU’*ones(1,length(pH));
648 ionf_GLU = (10.ˆ(a))./(1+10.ˆ(a)); %-1
649 a = ones(length(pKa_Nterm),1)*pH-pKa_Nterm’*ones(1,length(pH));
650 ionf_Nterm = 1./(1+10.ˆ(a)); % 1
651 a = ones(length(pKa_Cterm),1)*pH-pKa_Cterm’*ones(1,length(pH));
652 ionf_Cterm = (10.ˆ(a))./(1+10.ˆ(a)); %-1
653
654 %Count the number of each amino acid
655 index = zeros(1,9);
656 for i = 1:length(data)
657 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) && ...
658 strcmp(data(i,18:20),’TYR’) && ismember(data(i,22),chains)
659 index(1) = index(1)+1;
660 end
661 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) && ...
662 strcmp(data(i,18:20),’CYS’) && ismember(data(i,22),chains)
663 index(2) = index(2)+1;
664 end
665 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) && ...

188



www.manaraa.com

666 strcmp(data(i,18:20),’LYS’) && ismember(data(i,22),chains)
667 index(3) = index(3)+1;
668 end
669 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) && ...
670 strcmp(data(i,18:20),’ARG’) && ismember(data(i,22),chains)
671 index(4) = index(4)+1;
672 end
673 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) && ...
674 strcmp(data(i,18:20),’HIS’) && ismember(data(i,22),chains)
675 index(5) = index(5)+1;
676 end
677 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) && ...
678 strcmp(data(i,18:20),’ASP’) && ismember(data(i,22),chains)
679 index(6) = index(6)+1;
680 end
681 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) && ...
682 strcmp(data(i,18:20),’GLU’) && ismember(data(i,22),chains)
683 index(7) = index(7)+1;
684 end
685 %N terminal
686 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) && ...
687 str2double(data(i,24:26))==aaSTART && ismember(data(i,22),chains)
688 index(8) = index(8)+1;
689 end
690 %C terminal
691 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ OXT’) && ...
692 ismember(data(i,22),chains)
693 index(9) = index(9)+1;
694 end
695 end
696
697 ionf = [-ionf_TYR(1:index(1),:); -ionf_CYS(1:index(2),:); ionf_LYS(1:index(3),:);...
698 ionf_ARG(1:index(4),:); ionf_HIS(1:index(5),:); -ionf_ASP(1:index(6),:);...
699 -ionf_GLU(1:index(7),:); ionf_Nterm(1:index(8),:); -ionf_Cterm(1:index(9),:)];
700
701 chargepH = sum(ionf);
702 [b,a] = min(abs(chargepH));
703 iso = pH(a);
704
705 if plotcharge_VS_pH && PH==myPH(1)
706 figure(5);
707 plot(pH,chargepH)
708 title([fname ’ iso=’ num2str(iso)]);
709 xlabel(’pH’);
710 ylabel(’Charge (e)’);
711 hold on;
712 plot(0:18,zeros(1,19));
713 scatter(iso,0,’o’);
714 end
715
716 %%%ionization factors for given pH
717 if strcmp(PH,’i’)
718 pH = iso;
719 else
720 pH = PH;
721 end
722 ionf_TYR = 10.ˆ(pH*ones(1,length(pKa_TYR))-pKa_TYR)./(1+10.ˆ(pH*ones(1,length(pKa_TYR))-pKa_TYR));
723 ionf_CYS = 10.ˆ(pH*ones(1,length(pKa_CYS))-pKa_CYS)./(1+10.ˆ(pH*ones(1,length(pKa_CYS))-pKa_CYS));
724 ionf_LYS = 1./(1+10.ˆ(pH*ones(1,length(pKa_LYS))-pKa_LYS));
725 ionf_ARG = 1./(1+10.ˆ(pH*ones(1,length(pKa_ARG))-pKa_ARG));
726 ionf_HIS = 1./(1+10.ˆ(pH*ones(1,length(pKa_HIS))-pKa_HIS));
727 ionf_ASP = 10.ˆ(pH*ones(1,length(pKa_ASP))-pKa_ASP)./(1+10.ˆ(pH*ones(1,length(pKa_ASP))-pKa_ASP));
728 ionf_GLU = 10.ˆ(pH*ones(1,length(pKa_GLU))-pKa_GLU)./(1+10.ˆ(pH*ones(1,length(pKa_GLU))-pKa_GLU));
729 ionf_Nterm = 1./(1+10.ˆ(pH*ones(1,length(pKa_Nterm))-pKa_Nterm));
730 ionf_Cterm = 10.ˆ(pH*ones(1,length(pKa_Cterm))-pKa_Cterm)./...
731 (1+10.ˆ(pH*ones(1,length(pKa_Cterm))-pKa_Cterm));
732
733 index = ones(1,9);
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734 for i = 1:length(data)
735
736 %%%Find polar side chains
737 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ OH ’)...
738 && strcmp(data(i,18:20),’TYR’) && ismember(data(i,22),chains)
739 charge(:,end+1) = [ ionf_TYR(index(1)) * -1; str2double(data(i,32:38));
740 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
741 index(1) = index(1)+1;
742 end
743 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ SG ’)...
744 && strcmp(data(i,18:20),’CYS’) && ismember(data(i,22),chains)
745 charge(:,end+1) = [ ionf_CYS(index(2)) * -1; str2double(data(i,32:38));
746 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
747 index(2) = index(2)+1;
748 end
749 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ NZ ’)...
750 && strcmp(data(i,18:20),’LYS’) && ismember(data(i,22),chains)
751 charge(:,end+1) = [ ionf_LYS(index(3)) * 1; str2double(data(i,32:38));
752 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
753 index(3) = index(3)+1;
754 end
755 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ NE ’)...
756 && strcmp(data(i,18:20),’ARG’) && ismember(data(i,22),chains)
757 charge(:,end+1) = [ ionf_ARG(index(4)) * 1; str2double(data(i,32:38));
758 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
759 index(4) = index(4)+1;
760 end
761 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ NE2’)...
762 && strcmp(data(i,18:20),’HIS’) && ismember(data(i,22),chains)
763 charge(:,end+1) = [ ionf_HIS(index(5)) * 1; str2double(data(i,32:38));
764 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
765 index(5) = index(5)+1;
766 end
767 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ OD2’)...
768 && strcmp(data(i,18:20),’ASP’) && ismember(data(i,22),chains)
769 charge(:,end+1) = [ ionf_ASP(index(6)) * -1; str2double(data(i,32:38));
770 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
771 index(6) = index(6)+1;
772 end
773 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ OE2’)...
774 && strcmp(data(i,18:20),’GLU’) && ismember(data(i,22),chains)
775 charge(:,end+1) = [ ionf_GLU(index(7)) * -1; str2double(data(i,32:38));
776 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
777 index(7) = index(7)+1;
778 end
779 %N terminal
780 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’)...
781 && str2double(data(i,24:26))==aaSTART && ismember(data(i,22),chains)
782 charge(:,end+1) = [ ionf_Nterm(index(8)) * 1; str2double(data(i,32:38));
783 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
784 index(8) = index(8)+1;
785 end
786 %C terminal
787 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ OXT’)...
788 && ismember(data(i,22),chains)
789 charge(:,end+1) = [ ionf_Cterm(index(9)) *-1; str2double(data(i,32:38));
790 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
791 index(9) = index(9)+1;
792 end
793 %%%
794 %%%Create an array of all atoms with atomic mass
795 %%%
796 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,14),’H’) && ismember(data(i,22),chains)
797 mass(:,end+1) = [1.0; str2double(data(i,32:38));
798 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
799 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,14),’C’) && ismember(data(i,22),chains)
800 mass(:,end+1) = [12.0; str2double(data(i,32:38));
801 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
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802 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,14),’N’) && ismember(data(i,22),chains)
803 mass(:,end+1) = [14.0; str2double(data(i,32:38));
804 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
805 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,14),’O’) && ismember(data(i,22),chains)
806 mass(:,end+1) = [16.0; str2double(data(i,32:38));
807 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
808 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,14),’P’) && ismember(data(i,22),chains)
809 mass(:,end+1) = [31.0; str2double(data(i,32:38));
810 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
811 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,14),’S’) && ismember(data(i,22),chains)
812 mass(:,end+1) = [32.07; str2double(data(i,32:38));
813 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
814 end
815 end
816 else %%%%%%%%%%%%%%%%NOT USING SHIFTED PKAS%%%%%%%%%%%%%%%%
817 %%%Find Isoelectric point
818 pH = 0:.001:18;
819 switch(model_set)
820 case ’Nozaki’
821 pKa_TYR = 9.6;
822 pKa_CYS = 9.5;
823 pKa_LYS = 10.4;
824 pKa_ARG = 12.0;
825 pKa_HIS = 6.3;
826 pKa_ASP = 4.0;
827 pKa_GLU = 4.4;
828 pKa_Nterm = 7.5;
829 pKa_Cterm = 3.8;
830
831 case ’Thurkill’
832 pKa_TYR = 9.84;
833 pKa_CYS = 8.55;
834 pKa_LYS = 10.4;
835 pKa_ARG = 12.0;
836 pKa_HIS = 6.54;
837 pKa_ASP = 3.67;
838 pKa_GLU = 4.25;
839 pKa_Nterm = 8.0;
840 pKa_Cterm = 3.67;
841 case ’Cohn’
842 pKa_TYR = 10.1;
843 pKa_CYS = 9.95;
844 pKa_LYS = 10.0;
845 pKa_ARG = 12.1;
846 pKa_HIS = 6.3;
847 pKa_ASP = 3.85;
848 pKa_GLU = 4.4;
849 pKa_Nterm = 8.0;
850 pKa_Cterm = 3.1;
851 case ’Creighton’
852 pKa_TYR = 10.15;
853 pKa_CYS = 9.25;
854 pKa_LYS = 10.75;
855 pKa_ARG = 12.0;
856 pKa_HIS = 6.5;
857 pKa_ASP = 3.95;
858 pKa_GLU = 4.4;
859 pKa_Nterm = 7.4;
860 pKa_Cterm = 3.9;
861 end
862
863 %Ionization fractions
864 ionf_TYR = 10.ˆ(pH-pKa_TYR)./(1+10.ˆ(pH-pKa_TYR)); %-1
865 ionf_CYS = 10.ˆ(pH-pKa_CYS)./(1+10.ˆ(pH-pKa_CYS)); %-1
866 ionf_LYS = 1./(1+10.ˆ(pH-pKa_LYS)); % 1
867 ionf_ARG = 1./(1+10.ˆ(pH-pKa_ARG)); % 1
868 ionf_HIS = 1./(1+10.ˆ(pH-pKa_HIS)); % 1
869 ionf_ASP = 10.ˆ(pH-pKa_ASP)./(1+10.ˆ(pH-pKa_ASP)); %-1
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870 ionf_GLU = 10.ˆ(pH-pKa_GLU)./(1+10.ˆ(pH-pKa_GLU)); %-1
871 ionf_Nterm = 1./(1+10.ˆ(pH-pKa_Nterm)); % 1
872 ionf_Cterm = 10.ˆ(pH-pKa_Cterm)./(1+10.ˆ(pH-pKa_Cterm)); %-1
873
874 ionf = [ionf_TYR; ionf_CYS; ionf_LYS; ionf_ARG; ionf_HIS;...
875 ionf_ASP; ionf_GLU; ionf_Nterm; ionf_Cterm];
876
877 aanum = [zeros(1,7) 1 -1];
878 for i = 1:length(data)
879 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) &&...
880 strcmp(data(i,18:20),’TYR’) && ismember(data(i,22),chains)
881 aanum(1,1) = aanum(1,1) - 1;
882 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) &&...
883 strcmp(data(i,18:20),’CYS’) && ismember(data(i,22),chains)
884 aanum(1,2) = aanum(1,2) - 1;
885 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) &&...
886 strcmp(data(i,18:20),’LYS’) && ismember(data(i,22),chains)
887 aanum(1,3) = aanum(1,3) + 1;
888 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) &&...
889 strcmp(data(i,18:20),’ARG’) && ismember(data(i,22),chains)
890 aanum(1,4) = aanum(1,4) + 1;
891 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) &&...
892 strcmp(data(i,18:20),’HIS’) && ismember(data(i,22),chains)
893 aanum(1,5) = aanum(1,5) + 1;
894 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) &&...
895 strcmp(data(i,18:20),’ASP’) && ismember(data(i,22),chains)
896 aanum(1,6) = aanum(1,6) - 1;
897 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) &&...
898 strcmp(data(i,18:20),’GLU’) && ismember(data(i,22),chains)
899 aanum(1,7) = aanum(1,7) - 1;
900 end
901 end
902
903 chargepH = aanum(1,:)*ionf;
904 [b,a] = min(abs(chargepH));
905 iso = pH(a);
906 if plotcharge_VS_pH && PH==myPH(1)
907 figure(5);
908 plot(pH,chargepH)
909 title([fname ’ iso=’ num2str(iso)]);
910 xlabel(’pH’);
911 ylabel(’Charge (e)’);
912 hold on;
913 plot(0:18,zeros(1,19));
914 scatter(iso,0,’o’);
915 end
916 %%%%%%%%%%%%%%
917 %%%ionization factors for given pH
918 if strcmp(PH,’i’)
919 pH = iso;
920 else
921 pH = PH;
922 end
923 ionf_TYR = 10ˆ(pH-pKa_TYR)/(1+10ˆ(pH-pKa_TYR)); %-1
924 ionf_CYS = 10ˆ(pH-pKa_CYS)/(1+10ˆ(pH-pKa_CYS)); %-1
925 ionf_LYS = 1/(1+10ˆ(pH-pKa_LYS)); % 1
926 ionf_ARG = 1/(1+10ˆ(pH-pKa_ARG)); % 1
927 ionf_HIS = 1/(1+10ˆ(pH-pKa_HIS)); % 1
928 ionf_ASP = 10ˆ(pH-pKa_ASP)/(1+10ˆ(pH-pKa_ASP)); %-1
929 ionf_GLU = 10ˆ(pH-pKa_GLU)/(1+10ˆ(pH-pKa_GLU)); %-1
930 ionf_Nterm = 1/(1+10ˆ(pH-pKa_Nterm)); % 1
931 ionf_Cterm = 10ˆ(pH-pKa_Cterm)/(1+10ˆ(pH-pKa_Cterm)); %-1
932
933 for i = 1:length(data)
934 %%%Find polar side chains
935 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ OH ’)...
936 && strcmp(data(i,18:20),’TYR’) && ismember(data(i,22),chains)
937 charge(:,end+1) = [ ionf_TYR * -1; str2double(data(i,32:38));
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938 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
939 end
940 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ SG ’)...
941 && strcmp(data(i,18:20),’CYS’) && ismember(data(i,22),chains)
942 charge(:,end+1) = [ ionf_CYS * -1; str2double(data(i,32:38));
943 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
944 end
945 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ NZ ’)...
946 && strcmp(data(i,18:20),’LYS’) && ismember(data(i,22),chains)
947 charge(:,end+1) = [ ionf_LYS * 1; str2double(data(i,32:38));
948 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
949 end
950 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ NE ’)...
951 && strcmp(data(i,18:20),’ARG’) && ismember(data(i,22),chains)
952 charge(:,end+1) = [ ionf_ARG * 1; str2double(data(i,32:38));
953 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
954 end
955 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ NE2’)...
956 && strcmp(data(i,18:20),’HIS’) && ismember(data(i,22),chains)
957 charge(:,end+1) = [ ionf_HIS * 1; str2double(data(i,32:38));
958 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
959 end
960 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ OD2’)...
961 && strcmp(data(i,18:20),’ASP’) && ismember(data(i,22),chains)
962 charge(:,end+1) = [ ionf_ASP * -1; str2double(data(i,32:38));
963 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
964 end
965 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ OE2’)...
966 && strcmp(data(i,18:20),’GLU’) && ismember(data(i,22),chains)
967 charge(:,end+1) = [ ionf_GLU * -1; str2double(data(i,32:38));
968 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
969 end
970 %N terminal
971 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ N ’) &&...
972 str2double(data(i,24:26))==aaSTART && ismember(data(i,22),chains)
973 charge(:,end+1) = [ ionf_Nterm * 1; str2double(data(i,32:38));
974 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
975 end
976 %C terminal
977 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,13:16),’ OXT’)...
978 && ismember(data(i,22),chains)
979 charge(:,end+1) = [ ionf_Cterm *-1; str2double(data(i,32:38));
980 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
981 end
982 %%%
983 %%%Create an array of all atoms with atomic mass
984 %%%
985 if strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,14),’H’) && ismember(data(i,22),chains)
986 mass(:,end+1) = [1.0; str2double(data(i,32:38));
987 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
988 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,14),’C’) && ismember(data(i,22),chains)
989 mass(:,end+1) = [12.0; str2double(data(i,32:38));
990 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
991 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,14),’N’) && ismember(data(i,22),chains)
992 mass(:,end+1) = [14.0; str2double(data(i,32:38));
993 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
994 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,14),’O’) && ismember(data(i,22),chains)
995 mass(:,end+1) = [16.0; str2double(data(i,32:38));
996 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
997 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,14),’P’) && ismember(data(i,22),chains)
998 mass(:,end+1) = [31.0; str2double(data(i,32:38));
999 str2double(data(i,40:46)); str2double(data(i,48:54)); ];

1000 elseif strcmp(data(i,1:4),’ATOM’) && strcmp(data(i,14),’S’) && ismember(data(i,22),chains)
1001 mass(:,end+1) = [32.07; str2double(data(i,32:38));
1002 str2double(data(i,40:46)); str2double(data(i,48:54)); ];
1003 end
1004 end
1005
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1006 end
1007
1008 center_mass = sum(mass(2:4,:).*(ones(3,1)*mass(1,:)),2)/sum(mass(1,:));
1009 center_charge = sum(ones(3,1)*abs(charge(1,:)).*charge(2:4,:),2)/sum(abs(charge(1,:)));
1010
1011 if use_center_charge
1012 surface_charge_moment = sum((charge(2:4,:)-center_charge*ones(1,length(charge)))...
1013 .*(ones(3,1)*charge(1,:)),2);
1014 else
1015 surface_charge_moment = sum((charge(2:4,:)-center_mass*ones(1,length(charge)))...
1016 .*(ones(3,1)*charge(1,:)),2);
1017 end
1018
1019 surface_charge_moment = surface_charge_moment*1.6e-19*1e-10/(3.3356643e-30);
1020 surface_charge_moment_mag = sqrt(dot(surface_charge_moment,surface_charge_moment));
1021
1022 dipole_moment = core_moment + surface_charge_moment;
1023 dipole_moment_mag = sqrt(dot(dipole_moment,dipole_moment));
1024 if strcmp(myPH,’i’)
1025 disp([’dipole_moment_mag at pH of ’ num2str(iso) ’: ’ num2str(dipole_moment_mag)]);
1026 else
1027 disp([’dipole_moment_mag at pH of ’ num2str(PH) ’: ’ num2str(dipole_moment_mag)]);
1028 end
1029
1030
1031 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
1032 %%%%%%%%%%%%%%%%%%%% Plot Backbone of Protein with charge centers and dipole moment %%%%%%%
1033 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
1034 if (plotbb)&& PH==myPH(1)
1035 xdata = [];
1036 ydata = [];
1037 zdata = [];
1038
1039 for i = 1:size(bb,1)
1040 xdata(end+1) = str2double(bb(i,32:38));
1041 ydata(end+1) = str2double(bb(i,40:46));
1042 zdata(end+1) = str2double(bb(i,48:54));
1043 end
1044
1045 figure(6); %%%In 3d plane
1046 for i = 1:length(bbdivider)
1047
1048 if i ˜= length(bbdivider)
1049 plot3(xdata(bbdivider(i):bbdivider(i+1)-1),ydata(bbdivider(i):bbdivider(i+1)-1),...
1050 zdata(bbdivider(i):bbdivider(i+1)-1),’-’);
1051 else
1052 plot3(xdata(bbdivider(i):end),ydata(bbdivider(i):end),zdata(bbdivider(i):end),’-’);
1053 end
1054 grid on;
1055 hold on;
1056 end
1057
1058 charge1 = [];
1059 charge2 = [];
1060 for i = 1:length(charge)
1061 if charge(1,i)>0
1062 charge1(:,end+1) = charge(:,i);
1063 else
1064 charge2(:,end+1) = charge(:,i);
1065 end
1066 end
1067
1068 xlabel(’X-AXIS [A]’);
1069 ylabel(’Y-AXIS [A]’);
1070 zlabel(’Z-AXIS [A]’);
1071 if (dispDipoleMoment)
1072 scatter3(charge1(2,:),charge1(3,:),charge1(4,:),50*charge1(1,:)+10,’+r’);
1073 scatter3(charge2(2,:),charge2(3,:),charge2(4,:),50*abs(charge2(1,:))+10,’k’);
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1074 arrow(center_mass,center_mass+1/100*dipole_moment,’wid’,2,’tip’,30,’base’,70,’len’,10)
1075 text(center_mass(1),center_mass(2),center_mass(3),...
1076 [’ ’ num2str(round(dipole_moment_mag)) ’ D’])
1077 end
1078
1079 figure(2);
1080 %%%In xy plane
1081 for i = 1:length(bbdivider)
1082 subplot(311)
1083 title(fname);
1084 ylabel(’XY-PLANE(A)’);
1085 if i ˜= length(bbdivider)
1086 plot(xdata(bbdivider(i):bbdivider(i+1)-1),ydata(bbdivider(i):bbdivider(i+1)-1));
1087 else
1088 plot(xdata(bbdivider(i):end),ydata(bbdivider(i):end));
1089 end
1090 grid on;
1091 hold on;
1092 end
1093 %%%In yz plane
1094 for i = 1:length(bbdivider)
1095 subplot(312)
1096 ylabel(’YZ-PLANE(A)’);
1097 if i ˜= length(bbdivider)
1098 plot(ydata(bbdivider(i):bbdivider(i+1)-1),zdata(bbdivider(i):bbdivider(i+1)-1));
1099 else
1100 plot(ydata(bbdivider(i):end),zdata(bbdivider(i):end));
1101 end
1102 grid on;
1103 hold on;
1104 end
1105 %%%In xz plane
1106 for i = 1:length(bbdivider)
1107 subplot(313)
1108 ylabel(’XZ-PLANE(A)’);
1109 if i ˜= length(bbdivider)
1110 plot(xdata(bbdivider(i):bbdivider(i+1)-1),zdata(bbdivider(i):bbdivider(i+1)-1));
1111 else
1112 plot(xdata(bbdivider(i):end),zdata(bbdivider(i):end));
1113 end
1114 grid on;
1115 hold on;
1116 end
1117 end
1118 myDipoles(end+1) = dipole_moment_mag;
1119 end
1120 if(plotdipoles_VS_pH)&& length(myPH) > 1
1121 figure(7)
1122 plot(myPH,myDipoles)
1123 title(fname);
1124 ylabel(’Dipole Moment (Debye)’);
1125 xlabel(’pH’);
1126
1127 [maxDipole,maxpH_ind] = max(myDipoles);
1128 hold on;
1129 plot([myPH(maxpH_ind),myPH(maxpH_ind)],[0 , maxDipole],’r--’);
1130 plot([min(myPH) myPH(maxpH_ind)],[maxDipole maxDipole],’r:’);
1131 scatter(myPH(maxpH_ind),maxDipole,’r’);
1132
1133 z = abs(iso*ones(1,length(myPH)) - myPH);
1134 if min(z) <= .5
1135 ind = find(min(z)==z,1);
1136 plot([myPH(ind),myPH(ind)],[0 , myDipoles(ind)],’r--’);
1137 plot([min(myPH) myPH(ind)],[myDipoles(ind),myDipoles(ind)],’r:’);
1138 scatter(myPH(ind),myDipoles(ind),’r’);
1139 end
1140 end
1141
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1142
1143
1144 function [pKa_TYR,pKa_CYS,pKa_LYS,...
1145 pKa_ARG,pKa_HIS,pKa_ASP,pKa_GLU,pKa_Nterm,pKa_Cterm]=get_pKaShifts()
1146 fid=fopen(use_shifted_pKas);
1147 iii = 0;
1148 while 1
1149 iii = iii+1;
1150 tline = fgetl(fid);
1151 if ˜ischar(tline) || strcmp(tline(1:4),’Site’)
1152 break
1153 end
1154 while length(tline) < 50
1155 tline = [tline ’ ’];
1156 end
1157 if iii == 1;
1158 data3 = tline;
1159 else
1160 data3 = [data3; tline];
1161 end
1162 end
1163 fclose(fid);
1164 pKa_TYR = [];
1165 pKa_CYS = [];
1166 pKa_LYS = [];
1167 pKa_ARG = [];
1168 pKa_HIS = [];
1169 pKa_ASP = [];
1170 pKa_GLU = [];
1171 pKa_Nterm = [];
1172 pKa_Cterm = [];
1173
1174 if strcmp(use_shifted_pKas(end-9:end-4),’propKa’)
1175 %%%%%%propKa pKas
1176 for jjj = 1:length(data3(:,1))
1177 type = data3(jjj,4:6);
1178
1179 if strcmp(type,’TYR’)
1180 pKa_TYR = [pKa_TYR str2num(data3(jjj,13:18))];
1181 end
1182 if strcmp(type,’CYS’)
1183 pKa_CYS = [pKa_CYS str2num(data3(jjj,13:18))];
1184 end
1185 if strcmp(type,’LYS’)||strcmp(type(1:3),’lys’)
1186 pKa_LYS = [pKa_LYS str2num(data3(jjj,13:18))];
1187 end
1188 if strcmp(type,’ARG’)
1189 pKa_ARG = [pKa_ARG str2num(data3(jjj,13:18))];
1190 end
1191 if strcmp(type,’HIS’)
1192 pKa_HIS = [pKa_HIS str2num(data3(jjj,13:18))];
1193 end
1194 if strcmp(type,’ASP’)
1195 pKa_ASP = [pKa_ASP str2num(data3(jjj,13:18))];
1196 end
1197 if strcmp(type,’GLU’)
1198 pKa_GLU = [pKa_GLU str2num(data3(jjj,13:18))];
1199 end
1200 if strcmp(type,’N+ ’)
1201 pKa_Nterm = [pKa_Nterm str2num(data3(jjj,13:18))];
1202 end
1203 if strcmp(type,’C- ’)
1204 pKa_Cterm = [pKa_Cterm str2num(data3(jjj,13:18))];
1205 end
1206 end
1207
1208 else
1209 %%%%%H++ pKas
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1210 for jjj = 1:length(data3(:,1))
1211 type = data3(jjj,1:5);
1212 if strcmp(type(1),’ ’)
1213 type = type(2:5);
1214 if strcmp(type(1),’ ’)
1215 type = type(2:4);
1216 end
1217 end
1218 if strcmp(type(1:3),’TYR’)
1219 pKa_TYR = [pKa_TYR str2num(data3(jjj,24:end))];
1220 end
1221 if strcmp(type(1:3),’CYS’)
1222 pKa_CYS = [pKa_CYS str2num(data3(jjj,24:end))];
1223 end
1224 if strcmp(type(1:3),’LYS’)||strcmp(type(1:3),’lys’)
1225 pKa_LYS = [pKa_LYS str2num(data3(jjj,24:end))];
1226 end
1227 if strcmp(type(1:3),’ARG’)
1228 pKa_ARG = [pKa_ARG str2num(data3(jjj,24:end))];
1229 end
1230 if strcmp(type(1:3),’HIS’)
1231 pKa_HIS = [pKa_HIS str2num(data3(jjj,24:end))];
1232 end
1233 if strcmp(type(1:3),’ASP’)
1234 pKa_ASP = [pKa_ASP str2num(data3(jjj,24:end))];
1235 end
1236 if strcmp(type(1:3),’GLU’)
1237 pKa_GLU = [pKa_GLU str2num(data3(jjj,24:end))];
1238 end
1239 if strcmp(type(1:2),’NT’)
1240 pKa_Nterm = [pKa_Nterm str2num(data3(jjj,24:end))];
1241 end
1242 if strcmp(type(1:2),’CT’)
1243 pKa_Cterm = [pKa_Cterm str2num(data3(jjj,24:end))];
1244 end
1245 end
1246 end
1247
1248 if ˜length(pKa_TYR)
1249 disp(’No TYR information included’);
1250 end
1251 if ˜length(pKa_CYS)
1252 disp(’No CYS information included’);
1253 end
1254 if ˜length(pKa_LYS)
1255 disp(’No LYS information included’);
1256 end
1257 if ˜length(pKa_ARG)
1258 disp(’No ARG information included’);
1259 end
1260 if ˜length(pKa_HIS)
1261 disp(’No HIS information included’);
1262 end
1263 if ˜length(pKa_ASP)
1264 disp(’No ASP information included’);
1265 end
1266 if ˜length(pKa_GLU)
1267 disp(’No GLU information included’);
1268 end
1269 if ˜length(pKa_Nterm)
1270 disp(’No N-terminus information included’);
1271 end
1272 if ˜length(pKa_Cterm)
1273 disp(’No C-terminus information included’);
1274 end
1275 pKa_TYR = [pKa_TYR 9.84*ones(1,10)];
1276 pKa_CYS = [pKa_CYS 8.55*ones(1,30)];
1277 pKa_LYS = [pKa_LYS 10.4*ones(1,10)];
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1278 pKa_ARG = [pKa_ARG 7* ones(1,10)];
1279 pKa_HIS = [pKa_HIS 6.54*ones(1,10)];
1280 pKa_ASP = [pKa_ASP 4.0 *ones(1,10)];
1281 pKa_GLU = [pKa_GLU 4.25*ones(1,10)];
1282 pKa_Nterm = 10.6*ones(1,10);
1283 pKa_Cterm = 4.8*ones(1,10);
1284 end
1285 end
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Appendix E

Detailed Instructions of a Simple Protein Titration Experiment

What follows is a step-by-step guide to perform a simple dielectric spectroscopy ex-
periment with the proteins β-Lg and HENL. This guide is aimed at newcomers to dielectric
spectroscopy who wish to familiarize themselves with some of the basic experimental tech-
niques. By the end of this tutorial, one should be able to reproduce Figure E.1 using the
temperature stable dielectric spectrometer described in Section 2.3.3.

E.1 Preparation

1. Prepare ∼ 3 ml of 0.1 mM HCl.

2. Obtain from Sigma-Aldrich β-Lg (L3908) and HENL (L6876) protein powders.

3. Using a high precision scale, such as the Cole-Parmer Symmetry Analytical Balance,
weight out at least 4 mg of each powder into microcentrifuge tubes.

4. Pipette 0.1 mM HCl into both microcentrifuge tubes to make protein concentrations
of 20 mg/ml. For example, if 4 mg of protein powder was weighed out, 200 µl of 0.1
mM HCl should be added.

5. Use a vortex mixer on a high rpm setting to mix the microcentrifuge tubes for at least
20 seconds or until the powders are dissolved.

6. Connect the dielectric cell to the impedance analyzer and connect the plastic tubes
from the dielectric cell to the thermal bath. Turn the bath on and set the temperature
to 25 ◦C. Wait for the bath to arrive at the temperature before starting the experiment.

7. Change the following settings on the Agilent 4294A Impedance Analyzer: measurement
parameters → Cp-G, sweep type → log, oscillator strength → 500 mV, bandwidth →
5, start frequency → 40 Hz, stop frequency → 110 MHz, number of points → 401.

E.2 Experiment

1. With the cell empty, take at least 3 minutes of sweeps.

2. Pipette 800 µl of 0.1 mM into the cell. Take at least 10 minutes of sweeps.

3. Remove 60 µl of solution and replace with 60 µl of the β-Lg solution (results in 1.5
mg/ml β-Lg). Take at least 10 minutes of sweeps.
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4. Remove 60 µl of solution and replace with 60 µl of the β-Lg solution (results in ∼ 3
mg/ml β-Lg). Take at least 10 minutes of sweeps.

5. Remove 60 µl of solution and replace with 60 µl of the β-Lg solution (results in ∼ 4.5
mg/ml β-Lg). Take at least 10 minutes of sweeps.

6. Remove 60 µl of solution and replace with 60 µl of the HENL solution (results in 1.5
mg/ml HENL, ∼ 4.5 mg/ml β-Lg). Take at least 10 minutes of sweeps.

7. Remove 60 µl of solution and replace with 60 µl of the HENL solution (results in ∼ 3
mg/ml HENL, ∼ 4.5 mg/ml β-Lg). Take at least 10 minutes of sweeps.

8. Remove 60 µl of solution and replace with 60 µl of the HENL solution (results in ∼ 4.5
mg/ml HENL, ∼ 4.5 mg/ml β-Lg). Take at least 10 minutes of sweeps.

E.3 Data Processing

1. Import the capacitance data from the sweeps into MATLAB.

2. Create two new vectors, cell constant and parasitic capacitance, as follows:

E_water = 78.4;

E_air = 1;

cell_constant = (C_water - C_air) / (E_water - E_air);

parasitic_capacitance = C_water - (E_water * cell_constant);

3. Create a permittivity matrix, E data, as follows:

E_data = (C_data - parasitic_capacitance) / cell_constant;

4. Modify E data to create a normalized permittivity matrix, E data normalized:

for i = 1:num_sweeps

E_data_normalized(:,i) = E_data(:,i) - E_data(end,i);

end

5. Plot E data normalized using mesh.m or other 3D plotting tool.
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Figure E.1: Dielectric titration of β-Lg and HENL over time at 25 ◦C. The relaxations of
the proteins are visible in this plot. It is noticeable that the time constant of the combined
proteins shifts considerably on addition of HENL, corresponding to increased hydrodynamic
volume of the complex.
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Appendix F

PPy/PSS Preparation and Deposition

F.1 Preparation

1. Obtain Poly(4-styrenesulfonic acid) solution (561223) and Pyrrole reagent grade (131709)
from Sigma-Aldrich.

2. Combine the following in a glass container of at least 15 ml:

(a) 8.008 ml of DI water (8.008 mg)

(b) 1.85 ml of Poly(4-styrenesulfonic acid) solution (2.053 mg)

(c) 0.142 ml of Pyrrole

3. Mix the solution for 15 minutes using a magnetic stirrer.

4. Obtain a DC power supply, several alligator clips, and a multimeter.

F.2 Deposition

1. Pipette enough PPy/PSS solution to fill the measurement cell.

2. Attach the cell electrodes to the positive terminal of the power supply using alligator
clips.

3. Connect the negative terminal of the power supply to a copper wire. Immerse the
copper wire in the solution through the open top hole so that it is equally spaced
between both electrode surfaces. The wire may also be placed above both electrodes
if there is a chance it may come in contact with either of them.

4. Connect the multimeter in series with the circuit and set it to measure current.

5. Adjust the power supply voltage to allow a current density of 1.5 mA/cm2. For 1/8”
and 1/4” diameter electrodes, this is 0.24 mA and 0.95 mA, respectively. Turn off the
power supply after 3 minutes.

6. Remove the remaining solution and rinse the cell with DI water.
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Appendix G

U-cell Calibration and Simulation

A new dielectric cell was designed to lessen the electrode polarization effect by in-

creasing the electrode spacing d by a factor of 4 from the design of Section 7.1.1. To facilitate

the addition of liquids and limit the cell volume, the base acrylic block was cut in such a

way that left a “U” shaped cavity between the two electrodes. This is depicted in Figure

G.1. One drawback of the design is the increased amount of liquid needed before saturation

due to fringing fields. Simulations with COMSOL Multiphysics were used to determine a

volume threshold of ∼ 180 µl by computing capacitance at various solutions heights (data

not shown). The electric field distribution inside the U-cell (Figure G.2) shows that fringing

fields are significant outside the area immediately between the electrodes.

Another drawback of the U-cell design is that the non-uniformity of the electric field

between the electrodes causes the capacitance to increase nonlinearly with solution permit-

tivity, i.e., Equation 2.72 cannot be applied. Using COMSOL Multiphysics, the permittivity

of the sample liquid was varied from 1 to 100 and the capacitance between left and right

electrodes was simulated at 1 MHz. Results from this simulation in Figure G.3 show that

the U-cell is sufficiently linear above ε = 60 to perform a temperature calibration with

water. After cell construction, the cell was filled with DI water and lowered into a glass

tempering beaker, which was connected to a thermal bath circulating water at one of three

temperatures: 20, 25 or 30 ◦C. The temperature of the liquid was verified by a thermocouple.

Capacitance measurements at these temperatures permit linear calibration as demonstrated

in Figure G.3.
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Figure G.1: Cross-sectional view of U-cell. Electrodes are cut from 1/8” stainless steel bar.

Figure G.2: Simulated electric field distribution inside water-filled U-cell at 1 MHz with a
500 mV voltage difference. Units are in V·m−1.
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Figure G.3: Simulated capacitance versus solution permittivity of U-cell at 1 MHz alongside
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simulated, not actual measured data).
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